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CHAPTER 1 

Introduction 

This dissertation consists of three separate papers on preferences in political 

science. My first paper deals with how individuals react when presented with a 

choice between public and private health insurance. My central finding is that the 

income level of the individual presented with such a choice heavily conditions their 

preference for choice of insurance, and that this impact occurs in unusual ways. 

My remaining two papers deal with ideal point models, which attempt to estimate 

to preference of individuals in a multi-dimensional space using vote choice data. 

These models have been heavily used in the political science literature in the 

study of Congress, but many features of these models have typically been fixed 

by assumption. My papers assess the impact of two such assumptions — the 

shape of the utility function and the assumption of independence across votes. 

My first paper examines the impact of the State Children's Health Insurance 

Plan (SCHIP). SCHIP is Medicaid expansion that has increasingly been extended 

to higher income populations. However, as public health insurance coverage 

expands, some individuals with private health insurance may choose to substitute 

and "crowd out" private coverage for public insurance instead, thus decreasing the 

marginal effect of public health expenditures on the uninsured population. Little 

1 
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is known about the extent of crowd-out and its impact on total coverage as public 

health insurance expansions increase to higher income levels. To explore this 

problem, I examine Illinois' All Kids program, an SCHIP expansion that covers 

all children in Illinois regardless of income. I then use a procedure developed by 

Abadie et al. (2010) to construct a synthetic version of Illinois that estimates 

the levels of insurance coverage that would have been observed in Illinois in the 

absence of this policy intervention. 

Comparing coverage patterns between the observed and synthetic Illinois, I 

find that for children between 200-300% of the Federal Poverty Line, the All 

Kids program produced an increase in health insurance coverage of 2% with 60% 

crowd-out. For children between 300-400% of FPL, All Kids produced no increase 

in overall coverage and no crowd-out. Finally, I find that for children between 

400-500% FPL, SCHIP produced a 3-4% increase in coverage with crowd-in. 

My second paper, to be coauthored later with Royce Carroll, Jeffrey Lewis, 

Keith Poole, and Howard Rosenthal, examines the shape of utility functions in 

ideal point estimation techniques. Empirical models of spatial voting allow leg­

islators' locations in an abstract policy or ideological space to be inferred from 

their roll call votes. These are typically random utility models of Euclidean spa­

tial voting, where voters assign utility to each of two alternatives associated with 

each roll call. The specific functional forms of the utility functions are generally 

assumed rather than estimated. In this paper, we attempt to infer important 

features of these utility functions. We first consider a model in which legisla­

tors' utility functions are assumed to be a mixture of the two most commonly 

2 
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assumed utility functions (the Gaussian function assumed by NOMINATE and 

the quadratic function assumed by IDEAL and many other estimators). Apply­

ing this estimator to large number of roll call data sets, we find that in nearly 

every case legislators' utility functions are estimated to be very nearly Gaus­

sian. We then relax the usual assumption that each legislator is equally sensitive 

to policy change and find that extreme legislators are generally more sensitive 

to policy change than their more centrally located counterparts. This result is 

substantively important to the formation and interpretation of law, because it 

suggests that extremists are ideologically rigid whereas moderates are more likely 

to consider influences that arise outside liberal-conservative conflict. Finally, we 

considered a third model extension examining the possibility that legislators have 

asymmetric utility functions. Our results tentatively suggest that, conditional on 

party, as legislators become more conservative their sensitivity to policy alterna­

tives on the right increases. 

My final paper examines the potential impact of two sources of complexity in 

ideal point models. Specifically, I am interested in understanding how deliberate 

decisions not to vote on legislation might affect ideal point estimates, and how 

the dependence across votes that is part of the amendment process might be 

incorporated into ideal point models. I begin by first introducing a multinomial 

ideal point estimator, which allows more than two choices on each roll call to 

be accounted for. I then use this estimator to consider the impact of 'Present' 

votes in the Illinois State Senate, a procedure Barack Obama was attacked for 

during the 2008 Presidential campaign. I find that by incorporating Present votes 

3 
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into ideal point models, the precision of the estimates improves by a considerable 

margin. Next, I consider an ideal point model that accounts for the dependencies 

across votes introduced by the amendment procedure, and apply it to the 109i/l 

House. I find some evidence that the traditional assumption of independence 

across votes may overstate the precision of ideal point estimates. 

4 
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CHAPTER 2 

How Income Affects SCHIP — An Analysis 

Using Synthetic Controls 

2.1 Introduction 

Following the defeat of President Clinton's health care plan in 1993, Democrats 

sought to pass smaller publicly-funded health initiatives capable of generating 

bipartisan support. In particular, Congress attempted to pass legislation provid­

ing free or subsidized coverage to particular groups. The State Children's Health 

Insurance Plan (SCHIP), emerged as one such proposal that ultimately passed 

Congress in 1997. Prior to SCHIP, the primary public health insurance plan in the 

U.S. for low income children was the 1992 Medicaid expansion, which provided 

all children living in families below the Federal Poverty Line (FPL) with health 

insurance through a joint cost sharing program between states and the Federal 

Government. Under SCHIP, states could receive additional funds to expand pub­

lic health insurance coverage to children living in families between 100-200% of 

the FPL, and in some cases obtain waivers to extend coverage beyond that level. 

Partial coverage through Medicaid expansions however is not without its prob­

lems. As early as 1996 (Currie and Gruber, 1996a), economists have noted that 

5 
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eligibility for coverage does not result in full coverage due to uneven program 

adoption. Furthermore, as public health insurance coverage expands, some indi­

viduals with private health insurance may choose to substitute that coverage for 

public insurance instead. Public expansions can therefore "crowd out" private 

coverage (Cutler and Gruber, 1996), offsetting many of the coverage gains ex­

pected in the expansion populations. Stated differently, covering 100 individuals 

with public insurance does not increase the number of individuals covered with 

health insurance by 100, because some number of those individuals would have 

purchased private insurance instead, while others will not take advantage of their 

eligibility for public insurance. 

These issues present three questions with important policy implications. First, 

how much has SCHIP increased health coverage among children? Secondly, how 

much crowd-out has occurred? Finally, as public coverage expands to higher 

income groups, how does the income level of the expansion population affect 

our answers to these questions? While answers to the first two questions have 

been well researched for the lowest income populations, the impact of income has 

largely been absent from the literature. In the few instances where researchers 

have examined income (notably Dubay and Kenney (1996) and Card and Shore-

Sheppard (2004), significant differences in coverage and crowd-out across different 

income levels are found. Furthermore, expansion of public health insurance to 

higher income levels remains a possibility, as Congress recently increased income 

eligibility limits to 300% of FPL in its 2009 SCHIP reauthorization bill. 

In examining the impact of further expansions of SCHIP, I focus my analysis 

6 
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on Illinois' SCHIP program. Illinois represents an ideal test case for two reasons. 

First, Illinois is unique among the U.S. states in extending SCHIP coverage to 

children of all income levels while other states continue to restrict SCHIP enroll­

ment based on family income. Its SCHIP program was initially typical of many 

other public insurance programs, providing health insurance to children living 

under 185% FPL. This program expanded dramatically in 2006 under Gover­

nor Rod Blagojevich's All Kids program, which expanded SCHIP to children of 

all income levels. Illinois therefore allows us to examine the effect of public ex­

pansions at income levels not implemented anywhere else in the U.S. Secondly, 

Illinois' demographic characteristics and health insurance coverage profile closely 

approximates the average values found elsewhere in the U.S, a point discussed 

later in the paper when interpreting Table 1. Thus, patterns found in Illinois 

might plausibly be reproduced more broadly in the U.S. if SCHIP is expanded. 

Drawing causal inference from the Illinois experience is complicated by the 

lack of an obvious counterfactual control region that allows us to observe Illinois' 

coverage levels in the absence of the All Kids intervention. In this paper, I 

overcome this problem by using "synthetic" controls, an idea first demonstrated 

in Abadie and Gardeazabal's 2003 analysis of Basque political terrorism (Abadie 

and Gardeazabal, 2003), and extended in a recent working paper by Abadie et 

al. (2010). The key insight of this approach is that a synthetic control region 

can be constructed as a convex combination of multiple 'donor' units unaffected 

by Illinois' health insurance expansion. In this example, the donor units are 

the other U.S. states that have not extended SCHIP coverage to higher income 

7 
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levels. The synthetic unit is constructed such that its relevant demographic 

characteristics and health insurance profile closely resembles that of Illinois prior 

to the introduction of the All Kids program in 2006. The synthetic control unit 

thus allows us to simulate what Illinois' health insurance profile would look like 

in the absence of All Kids after 2006, and causal inference can be drawn by 

comparing observations from the real Illinois with those of the synthetic unit in 

the post-treatment period. 

The remainder of this paper is divided into five sections. I begin with a discus­

sion of theoretical reasons why we might expect to observe a relationship between 

crowd-out and income. While the existing literature overwhelmingly argues that 

expansions of public health insurance to higher income populations inevitably 

leads to higher crowd-out, I argue that there are theoretical reasons why this 

expectation may not hold true. Next, I summarize the extensive literature on 

crowd-out, which largely ignores the impact of the targeted income level on cov­

erage and crowd-out. In particular, I focus on three notable research designs that 

are prominent in the literature and explain why they may be unsuitable when 

applied to SCHIP expansions at higher income levels. I then discuss the syn­

thetic control methodology used in this paper and how this procedure overcomes 

the problems raised in the earlier literature. This methodology is then applied 

to examine how All Kids affects insurance coverage and turnout in Illinois be­

tween 200-500% FPL. I conclude with some thoughts on the policy and political 

implications of the my findings in this paper. 

8 
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2.2 Theory 

Reflecting the general consensus among health economists, an oft-cited report by 

the Kaiser Family Foundation (2007) argues that as eligibility levels for public 

programs are expanded to cover higher incomes, the possibility of substitution 

from private to public insurance increases. The report argues that because private 

insurance is often not available to lower income populations, expanding eligibility 

to higher income levels is likely to increase participation in public programs among 

income groups where private coverage is already available. While no evidence or 

citation is provided, the report speculates that crowd-out may be as high as 50% 

at the 300% FPL. 

While the causal mechanism described in the Kaiser report is plausible, the 

report ignores three important countervailing forces that are likely to mitigate or 

even reverse crowd-out as SCHIP expands to higher income levels. First, there 

may be social stigma attached to SCHIP as a low income entitlement program. 

This stigma imposes a social cost to insurance substitution that is likely to be 

increasingly costly as an individual's income level increases. Beyond the social 

stigma attached with welfare, SCHIP's status as a low income entitlement is likely 

to produce misinformation about the program's eligibility rules. For example, 

Haley and Kenney (1996) find that while large numbers of people have heard 

of the Medicaid and SCHIP programs, a significantly smaller number of people 

were aware that children could participate in these programs without receiving 

welfare. This misunderstanding is increasingly likely in higher income populations 

because individuals with higher income are less likely to have access to a welfare 
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caseworker that can correct these false impressions. 

Secondly, at higher income levels the quality of private insurance offered 

through the employer is likely higher than that offered in lower income jobs. 

In making the decision to substitute private for public insurance, individuals 

must consider not only the quality of the public insurance option, but also the 

quality of the private insurance they are substituting away from.1 Furthermore, 

the logic of substitution requires that employees are able to recover some of the 

cost of private coverage when switching to public insurance, perhaps in the form 

of higher wages or other improved benefits. While empirical evidence suggests 

that health insurance costs are passed back to workers (Gruber, 1994), it remains 

unclear whether recovery of these costs respond to individual or group choices of 

insurance. If the potential to recover group insurance expenditures through other 

forms of compensation responds largely to group choices of insurance, higher in­

come individuals may not be able to recover any costs because employers have 

strong incentives to maintain their compensation costs in the form of private in­

surance coverage. These incentives include tax subsidies for employer spending 

on health insurance, and IRS nondiscrimination rules that require insurance to 

be offered to all full time employees or not at all. 

Finally, advocates of public insurance argue that the entry of a new com­

petitor in the high income insurance market has the potential to reduce private 

insurance prices. Faced with lower costs, children of some high income individ-

1Even if SCHIP and Medicaid offer comparable coverage to a private plan, it may still be a 
less attractive option than private coverage. Compensation to care providers is typically lower 
for Medicaid than private insurance, so providers are sometimes less willing to see publicly 
insured patients. 
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uals may choose to purchase a private health insurance plan for their children 

that provides better coverage than SCHIP. While the previously discussed mech­

anisms are only likely to mitigate crowd-out, the effect of lower private insurance 

rates may actually produce crowd-in — that is, an increase in private coverage 

that accompanies the increase in public coverage (Hacker, b,a). 

Summarizing the discussion above, there are multiple reasons why we might 

expect to find a relationship between income and crowd-out. However, these 

reasons point to a different potential relationships, casting doubt on whether 

crowd-out is positively, negatively, or even non-monotonically related to income. 

While the posited mechanisms differ considerably, collectively they provide strong 

reasons that crowd-out rates calculated from low income populations may differ 

considerably from those in higher income populations. In the next section, I 

review the crowd-out literature as applied to low income populations. While more 

comprehensive literature reviews on the large crowd-out literature can be found 

elsewhere (mostly notably, Gruber and Simon (2008) and Congressional Budget 

Office (2007)), my review focuses primarily on methodology and discusses why 

the application of previous estimators to high income populations can produce 

biased estimates. 

2.3 Past Research 

Any review of past research on crowd-out necessarily begins with the canoni­

cal work of Cutler and Gruber (1996), whose paper inspired a sizable literature 

devoted to estimating crowd-out effects using a variety of data and estimation 
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techniques. While Cutler and Gruber present a variety of different models in 

their paper, I focus here solely on the model that most closely approximates the 

method used by this paper.2 Using individual-level data from the March Sup­

plement of the Current Population Survey (CPS), Cutler and Gruber examine 

crowd-out during the initial Medicaid expansions of the 1987-1992 period. 

Cutler and Gruber estimate two intermediate parameters: the rate at which 

public insurance is taken up as people become eligible, and the rate at which 

private insurance is dropped as people become eligible for public insurance. To 

obtain these estimates, Cutler and Gruber run two linear probability models of 

the form: 

Private Coverage = PiEligiblei + pXi + ^2 ®sStatei + ^ atTimei + e* (2.1) 

Public Coverage = p2Eligiblei + fiXi + ^ asStatei + ^ ] atTimei + e* (2.2) 

where Public Coverage and Private Coverage are dichotomous variables indicat­

ing coverage type, Eligible is a dichotomous variable indicating whether individual 

i is eligible for public health insurance, X is a set of demographic controls, and 

State and Time are state and year dummy variables. Since Pi measures marginal 

take-up for private insurance (which is expected to be negatively signed) and P2 

2The most significant omission in this discussion of Cutler and Gruber's paper is their 
consideration of family-based measures of coverage. This approach captures spillovers from 
other family members — for example, when children are made eligible for public insurance, 
their parents may drop the entire family from coverage. While this is a substantively important 
problem, my paper solely focuses on estimating the direct crowd-out effect. 

12 



www.manaraa.com

measures marginal take-up for public insurance as public insurance eligibility ex­

pands, one measure of crowd-out that can be derived from equations 1 and 2 is 

-Qi which measures the fraction of individuals substituting public for private 

coverage as eligibility expands. 

Cutler and Gruber also recognized that f5\ and /32 were unbiased estimates of 

marginal insurance take-up only if eligibility for public health insurance was ex­

ogenous to the private and public coverage dependent variables. This assumption 

is clearly violated — low income families are more likely to be eligible for public 

health insurance and more likely to be uninsured, while states are highly likely 

to choose their level of public insurance coverage based in part on their preex­

isting insurance coverage profile. To address this issue, Cutler and Gruber use a 

"simulated instrument" for their measure of public insurance eligibility following 

the work of Currie and Gruber (1996a; 1996b). They begin with a nationally 

representative sample of children of each year and age, and apply each state's el­

igibility rules to calculate the fraction of children eligible for public insurance in 

each year/age sample. These values are then matched to each child's year of in­

terview, state, and age to instrument for individual eligibility. Note that because 

the sample of children is nationally representative, it is unaffected by state-level 

demographic differences or differences in local economic conditions. Simulated 

eligibility therefore satisfies the need for an instrument correlated with individ­

ual eligibility for Medicaid that is not otherwise correlated with the demand for 

insurance. 

Using their simulated eligibility variable, Cutler and Gruber obtain estimates 
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of Pi = —0.074 and /52 = 0.235, which implies a crowd-out rate of 31%. Cutler 

and Gruber's estimate of/32 furthermore implies that 23.5% of those made eligible 

by the public insurance expansions of 1987-1992 took up public insurance, and 

they note that 27% of the children who were newly made eligible for coverage 

in 1987 were uninsured. This implies that if the increase in coverage had only 

occurred among the uninsured population (i.e. there was no crowd-out), the take 

up rate among the uninsured would be almost 90%. 

Following the publication of Cutler and Gruber's study, a host of papers 

challenging the original findings with different estimators and data sets emerged. 

One particularly popular approach was to estimate crowd-out using differences in 

differences (DD) estimators, an approach popularized by Ashenfelter and Card 

(1985). Under simple DD designs, outcomes are observed for two groups over two 

time periods, a pre-treatment and post-treatment period. While neither group 

is exposed to treatment during the pre-treatment period, the treatment group 

is exposed to treatment in the post-treatment period while the control group 

remains unexposed. Estimation of the treatment effect occurs by subtracting the 

average gain in the control group from the average gain in the treatment group. 

The objective of this design is to remove two potential sources of bias — biases 

from comparisons over time in the treatment group (i.e. insurance coverage is 

increasing/decreasing over time even in the absence of any treatment), and biases 

in comparing treatment and control groups resulting from permanent differences 

between those groups. 

In contrast to the Cutler and Gruber approach, DD designs enjoy the advan-
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tage of relative simplicity in the sense that no instrument is required to obtain 

estimates. However, a critical assumption underlying DD analysis is that unmea­

sured, time-varying factors are assumed to have the same effect on treatment and 

control group members. When this assumption fails, the estimates are biased. 

This is particularly likely to be true in cases where the treatment and control 

groups are drawn from different populations — a situation that is true of ev­

ery published DD design on crowd-out for children to date. Using the 1988 and 

1993 Current Population Survey, Dubay and Kenney (1996) conduct a DD anal­

ysis comparing the change in insurance coverage of children relative to that of 

adult men. However, this approach assumes without providing justification that 

there are no other factors changing over time differentially for children and adult 

men. Notably, Dubay and Kenney obtain crowd-out estimates of 15% for children 

in poverty and 22% for those between 100-133% FPL. The trend of increasing 

crowd-out by income is consistent with the consensus of theoretical expectations 

discussed earlier, but the magnitude of crowd-out estimated by Dubay and Ken­

ney are much lower than those obtained by Cutler and Gruber. Using data from 

the 1988 and 1992 National Longitudinal Survey of Youth, Yazici and Kaestner 

(2000) conducted a DD analysis, comparing change in insurance coverage of chil­

dren becoming eligible to those not becoming eligible for public health insurance. 

They obtain a crowd-out estimate of 14.5%, consistent with the lower estimates 

of Dubay and Kenney. Blumberg et al. (2000) replicate this analysis using data 

from the 1990 Survey of Income and Program Participation, finding an even lower 

crowd-out rate of 5%. However, both the Yazici and Kaestner and Blumberg et 

al. DD analysis continue to make the assumption that time-varying factors do 
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not differentially affect the eligible and ineligible populations. While their paper 

focuses on adult crowd-out rather than children, Kronick and Gilmer (2002) use 

a state-level DD design that compares coverage levels for four states in the early 

1990s to other states in their region. Their design is admirable in using other 

states to construct a control unit with some affinity to the treated unit. In do­

ing so, the control unit is less likely to be differentially affected by time-varying 

factors that may have contaminated earlier DD designs. 

Recognizing the limitations of the original DD designs, Card and Shore-

Sheppard (Card and Shore-Sheppard, 2004) measure crowd-out by exploiting 

discontinuous eligibility rules to identify the effect of Medicaid expansions on 

low income children. The 1991 Medicaid expansion (also known as the 100% 

expansion) extended eligibility to children born after September 30, 1983 living 

under the Federal Poverty Line, while the 1990 expansion (also known as the 

133% expansion) extended Medicaid to children under 6 in families with income 

below 133 per cent of the poverty line. Using data from the 1992-93 Survey in 

Income and Program Participation, the 1991-92 Current Population Survey, and 

the 1992-93 Health Interview Survey, Card and Shore-Sheppard found that the 

100% expansion increased Medicaid coverage by 10% for children born just after 

the cutoff date, while the 133% expansion had no effect on health insurance cov­

erage. Under both expansions, Card and Shore-Sheppard did not find crowd-out 

rates that were statistically significant in any of their data sets. 

Card and Shore-Sheppard's paper stands out in the crowd-out literature for 

several reasons. First, Card and Shore-Sheppard's crowd-out estimates continue 
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the trend in the literature towards lower estimates — in fact, their null result is 

matched only by the Blumberg et al. (2000) study described earlier. Even more 

surprisingly, however, Card and Shore-Sheppard's finding of no effect on health 

insurance coverage between 100-133% FPL suggests that income can interact 

with coverage in highly unusual ways, for theoretical reasons discussed earlier. In 

short, Card and Shore-Sheppard's results provide additional empirical support 

for the kinds of unusual income dynamics that we observe later in analyzing the 

impact of Illinois' All Kids program. 

While the Card and Shore-Sheppard method addresses many of the problems 

endemic to earlier DD studies, they are not well suited to the task of estimating 

crowd-out at higher income levels for two reasons. First, the Card and Shore-

Sheppard method requires discontinuous eligibility for public insurance by age, 

something that is not true of the later SCHIP expansions. Secondly, Card and 

Shore-Sheppard's designs are difficult to generalize by income level because they 

estimate coverage effects for children born just after the cutoff date. This is 

unlikely to be representative of coverage effects for all children born after the 

cutoff date because the cost of coverage often varies drastically depending on 

the age of the child. Using the National Medical Expenditure Survey, Cutler 

and Gruber (1996) find that health care costs for infants average $2,486 per year, 

dropping to $399 per year for children between ages 6-9 before rising back to $930 

per child between ages 15-18. These cost differentials suggest that crowd-out rates 

estimated using discontinuous eligibility may be highly sensitive to the choice of 

data set year, since each year's estimates will be conducted using children of a 

17 



www.manaraa.com

different age. 

The lower crowd-out estimates obtained from the DD studies and Card and 

Shore-Sheppard's study subsequently led researchers to reexamine the original 

Cutler-Gruber type models with mixed results. Shore-Sheppard (2008) replicated 

the original Cutler-Gruber findings with Current Population Survey data, but 

found the results were highly sensitive to the choice of control variables. In 

particular, the inclusion of age*year interaction variables results in crowd-out 

estimates of zero and lower public insurance take-up rates than Cutler-Gruber, 

suggesting that omitted trends in insurance coverage by child age and state that 

are correlated with expansions in eligibility. This estimate of zero crowd-out is 

confirmed by the work of Ham and Shore-Sheppard (2005), who replicate the 

same analysis using data from the Survey of Income and Program Participation 

and find take-up and crowd-out rates of 13.6% and 0% respectively. 

More recently, extensions of the original Cutler-Gruber models designed to 

examine the effect of the SCHIP expansions find significant levels of crowd-out. 

Using Current Population Survey data from 1996-2000, LoSasso and Buchmueller 

(2004) use the Cutler-Gruber design to evaluate the effect of SCHIP. They find 

a marginal take-up rate for public insurance of 8.1%, which is considerably lower 

than the rates found by Shore-Sheppard (2008) and Cutler and Gruber (1996) 

but in line with estimates from Ham and Shore-Sheppard (2005). Depending 

on the exact specification used, crowd-out was estimated to vary between 18 

to 50%, consistent with the high crowd-out rates found by Cutler and Gruber 

(1996). More recently, Gruber and Simon (2008) applied Cutler-Gruber type 
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models to the 1996 and 2001 Survey of Income and Program Participation and 

include the age*year interaction variables used by Shore-Sheppard (2008). Their 

estimates show a very low take-up rate of 5.5% for public insurance, accompanied 

by a direct crowd-out rate of 30% that is largely consistent with the LoSasso and 

Buchmueller (2004) estimates using CPS data. 

Summarizing the general trends in the literature, Cutler and Gruber's ini­

tial estimates in 1996 suggest high crowd-out rates of approximately 30% for 

the Medicaid expansions of the early 1990s. However, estimates using alterna­

tive data sets and procedures, notably DD and discontinuous eligibility designs, 

find considerably less crowd-out, and a replication of the original Cutler-Gruber 

model finds that the original crowd-out estimates approach zero when age*year 

interaction variables are included. More recently however, researchers applying 

Cutler-Gruber models to the Medicaid expansions of the late 1990s find lower 

rates of insurance take-up than before accompanied by crowd-out rates around 

30%. While this crowd-out rate is consistent with the original Cutler-Gruber 

estimates, the rates cannot be directly compared because the early 1990s expan­

sions primarily targeted children living in poverty while the late 1990s expansions 

primarily targeted children between 100-200% FPL.3 

Cutler-Gruber models provide an attractive means to estimate crowd-out for 

children below 200% FPL, but similar to DD and discontinuous eligibility de­

signs, their application to the study of crowd-out in higher income populations 

is limited. While Medicaid will provide health insurance to some higher income 
3Using the Survey of Income and Program Participation, Gruber and Simon (2008) find that 

72.2% of the children who became eligible for public insurance between 1996 and 2002 were 
between 100-200% FPL. 
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children, almost universally these children are not representative of other chil­

dren at their income level. A notable example of this selection bias appears in 

Tennessee's Medicaid program TennCare, which insures over 500,000 individuals 

who were uninsurable by private insurance due to pre-existing conditions (Chang, 

2007). Estimation of crowd-out at higher income levels using Cutler-Gruber spec­

ifications is therefore likely to upwardly bias estimates of public insurance take-up 

and downwardly bias estimates of crowd-out because the eligible high income in­

dividuals receiving coverage are effectively forced to choose and stay in a public 

insurance plan. In the following section, I introduce a new method of estimating 

public insurance take-up and crowd-out that addresses the problems endemic to 

the application of difference-in-differences, discontinuous eligibility, and instru­

mental variables regression to higher income populations. 

2.4 Methodology 

In this section I present a new method to assess the effect of SCHIP using Illinois' 

All Kids program as our treatment unit of interest. This exposition closely follows 

the description in Abadie and Gardeazabal (2003) and Abadie, Diamond, and 

Heinmueller (2010). Supposed that we observe J + 1 regions, where the first 

region is exposed to an intervention of interest and the remaining J regions are 

not exposed. Then in region i and time t let Y$ represent the outcome that 

would be observed in the absence of the intervention for units i = 1 , . . . , J + 1 

and periods t = 1,. . . ,T. Also, let Y?t represent the outcome that would be 

observed for unit i at time t if it is exposed to the intervention in periods TQ + 1 

20 



www.manaraa.com

to T, where T0 is the number of pre-intervention periods and 1 < T0 < T. 

Assuming the intervention has no effect on the outcome before the implemen­

tation period t £ 1 , . . . , TQ for all units i £ 1 , . . . , J + 1, the effect of exposure to 

the intervention on unit i at time t is ait = Y^ — Y£. For untreated units (i.e. 

i 7̂  1) or treated units before the intervention (i.e. i = 1 but t > To), the effect 

a,t = 0. Then more generally, defining Dit to be an indicator value that takes 

the value of one if unit i is exposed to the intervention at time t (which is true 

if i = 1 and t > T0) and zero otherwise, the observed outcome for any unit i at 

time t is Yit = Y$ + aitDit. Estimation of the effect on the exposed unit in each 

post-treatment time period t > T0 is given a l t = Y\t = Y$, with Yu observed 

for all time periods. The central issue of estimation therefore centers on how we 

estimate Y$, the outcome that would be observed in the treated region in the 

absence of the intervention of interest. 

Following Abadie et al. (2010), I approach this problem by estimating Y$ 

as a weighted combination of other states, chosen to resemble the demographic 

characteristics and health insurance profile of Illinois prior to the introduction of 

All Kids. This "synthetic" Illinois provides estimates of Y$, the outcome that 

would be observed in the absence of All Kids. Given J control states (i.e. states 

not treated with All Kids), I estimate W = (u>i,... ,Wj)', a (J x 1) vector of 

nonnegative weights that sum to 1. Each single weight Wj represents the weight 

of region j in the formulation of the synthetic Illinois, and each set of weights W 

produces a different synthetic Illinois. 

To optimize the choice of W, let Xx be a (K x 1) vector of state level de-
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mographic and health coverage variables for Illinois, and let X0 be a (K x J) 

matrix containing the same variables for the J potential control regions. Also 

let V be a diagonal matrix of nonnegative components representing the relative 

importance of the different predictor variables. The vector of weights W* that 

defines the combination of control regions best resembling Illinois during the pre-

treatment period is chosen such that W* minimizes (Xi — X0W)'V(X1 — X0W) 
j 

subject to Wj > 0 and "^Wj = 1. While V can be selected subjectively based 
i= i 

on previous knowledge about the relative importance of each predictor, in this 

application we choose V such that the path of the the synthetic outcome variable 

Y£* best approximates the path of the true observed outcome variable Y^ during 

the pre-intervention period 1 < T0 < T. 

The synthetic control procedure enjoys many advantages over other methods 

used to estimate effects from comparative case studies. Abadie et al. (2010) 

note that the synthetic control procedure generalizes the DD model discussed 

previously. Even more generally, the procedure produces useful estimates in 

models with time-varying coefficients. This is not true for traditional DD designs, 

which allow for unobserved confounders but restricts the estimated effects of those 

confounders to be constant in time. In contrast, the synthetic control model 

allows the effects of confounding unobserved characteristics to vary with time, 

thus creating less model dependency. 

Furthermore, the procedure directly addresses many of the issues raised in 

considering how earlier techniques used to estimate crowd-out could be applied 

to higher income populations. In contrast to the earlier DD designs where the 
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treatment and control groups may not have been comparable (i.e. comparing chil­

dren to adults), synthetic controls have the advantage of forcing the researcher 

to demonstrate an affinity between the treatment and control unit, in the sense 

that the predictor values of the synthetic control XoVy closely approximate those 

of the observed unit X\ during the pre-treatment period. This affinity maximizes 

the chance the time-varying factors have the same effect on the treatment and 

control group. In effect, the procedure draws causal inference using exact match­

ing, where the treatment unit is matched not only to the observed donor cases 

but also all possible convex combinations of those observed cases. 

The synthetic control procedures also solves the selection issues found in the 

discontinuous eligibility and instrumental variables regression designs, where a di­

rect application of those procedures to higher income populations will yield biased 

estimates. In both cases, bias occurs because the treatment units are not rep­

resentative of the larger population at the stated income levels — discontinuous 

eligibility will disproportionately select a particular age group, while instrumental 

variables will disproportionately select individuals with pre-existing conditions in 

states such as Tennessee. Synthetic controls address this issue by allowing all of 

Illinois to be used as a treatment unit, because the All Kids treatment covers all 

children irrespective of their income level or preexisting conditions. 

2.5 Results 

In this section I present an application of the synthetic control method to Illi­

nois' All Kids program. I begin by describing the application of this method to 
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insurance coverage of the 400-500% FPL population in greater detail, focusing 

on the diagnostics used to determine model fit. I then apply the same procedure 

to coverage between 200-400% FPL to determine the net increase in child health 

insurance coverage resulting from All Kids. Next, I apply the same procedure to 

determine changes in public versus private coverage across the 200-500% FPL in­

come level. These results then permit estimates of crowd-out at different income 

levels. 

Data for these results was obtained from the annual March Supplement to 

the Current Population Survey from 1995-2009. CPS data is used for this paper 

because the synthetic control methodology requires samples designed to be rep­

resentative within states, a characteristic that is notably not true of the Survey 

of Income and Program Participation and the Panel Study of Income Dynamics 

(Bureau, Bureau). I begin this analysis using 1995 data because it was the first 

year of the CPS following its redesign to improve the quality of its health insur­

ance data (Swartz, 1997). All state level level estimates of the total, private, and 

public coverage variables are Kalman smoothed to reduce measurement error. 

I begin by constructing a synthetic control for Illinois using CPS data from 

1995-2006, the pre-treatment period before the enactment of All Kids. Recall 

that the objective is to approximate Illinois' predictors of child health insurance 

coverage between 400-500 %FPL using a convex combination of donor states. For 

control variables, I use the percentage of children covered with health insurance 

below FPL, from 100-200% FPL, 200-300% FPL, 300-400% FPL, and 400-500% 

FPL, along with a standard set of demographic controls including race, income, 
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Illinois Control States 

Variables Real Synthetic Mean Standard Deviation 

Child Health Coverage, below FPL 

Child Health Coverage, 1-200% FPL 

Child Health Coverage, 2-300% FPL 

Child Health Coverage, 3-400% FPL 

Child Health Coverage, 4-500% FPL 

Percent white 

Mean income, U.S. dollars 

Standard deviation, income 

Unemployment Rate 

Percent College Educated 

77.52 

78.26 

86.34 

89.61 

90.80 

80.23 

36434.81 

41722.77 

5.63 

49.47 

77.49 

78.41 

85.60 

89.50 

90.78 

80.31 

36368.34 

41528.76 

5.62 

49.47 

75.99 

77.62 

84.16 

88.19 

89.93 

85.14 

33330.29 

38049.24 

5.21 

47.30 

6.12 

5.28 

3.82 

2.69 

2.25 

9.61 

4037.54 

4973.45 

.83 

4.98 

Table 2.1: Predictors of Child Health Insurance Coverage, 400-500% FPL: All 

variables are averaged for the 1995-2006 period. ^7 states were included in the 

donor state pool, excluding Alaska, Hawaii, Illinois, and the District of Columbia. 

income distribution, unemployment rate, and education. Donor states include 

all U.S. states except for Alaska, Hawaii, and the District of Columbia, though 

our results are robust to the inclusion of the those states as well. This control 

group allows estimates of children's health coverage in the post-intervention pe­

riod between 2007-2009 because they did not enact public health expansions at 

that income level during the post-treatment period. 

Table 2.1 summarizes the predictor values for the real Illinois and its synthetic 

control, averaged across the 1996-2006 pre-treatment period. First, in comparing 

the predictor values in columns 2 and 3, the synthetic control closely reproduces 

the values from Illinois during that period, suggesting a strong fit for the synthetic 
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unit. Column 3 shows the same values calculated for the 47 states included in 

the donor pool, which largely represents the predictor values in the rest of the 

U.S. In comparing predictor values between Illinois and the U.S., we see some 

minor differences, most notably a $3,105 difference in mean income. This is 

significant because it suggests that Illinois is not particularly unusual among 

U.S. states; hence the results of this study may potentially generalize to the U.S. 

at large.4 Also note that for all variables, the synthetic control more closely 

approximates the predictor values of Illinois than the nation at large, especially 

with regard to income. This suggests that the synthetic unit probably serves as 

a better control unit than simply using all other states as a control, in the sense 

that the propensity of the synthetic unit to cover children between 400-500% 

FPL is closer to Illinois than the propensity of the nation at large. Finally, the 

standard deviation of the predictor variables for the 47 control states are shown 

on column 4. The relatively large deviations for all variables suggests that some 

combinations of U.S. control states will produce extremely poor synthetic controls 

that fail to reproduce the predictor values shown. 

Table 2.2 explores the construction of the synthetic control more closely. 

While the estimated weights that define the combination of states used to con­

struct the synthetic unit only approximately sum to one because of rounding, 

we see that 88.6% of the total weight is accounted for by four states: Maryland, 

Michigan, Missouri, and Oregon. These weights can be used to generate the 

synthetic control, which can then be used to estimate the effect of All Kids on 

4Gruber (2008), for example, has argued that the health reform introduced by Governor Mitt 
Romney in Massachusetts would be unlikely to produce near-universal coverage if implemented 
in other states because of its unusually high income and coverage rates. 
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State Weight State Weight 

Alabama 

Alaska 

Arizona 

Arkansas 

California 

Colorado 

Connecticut 

Delaware 

District of Columbia 

Florida 

Georgia 

Hawaii 

Idaho 

Indiana 

Iowa 

Kansas 

Kentucky 

Louisiana 

Maine 

Maryland 

Massachusetts 

Michigan 

Minnesota 

Mississippi 

Missouri 

0.016 

— 

0.007 

0.001 

0 

0.003 

0.001 

0.044 

— 

0.001 

0.002 

— 

0.001 

0 

0.012 

0 

0.001 

0.001 

0.001 

0.308 

0 

0.180 

0 

0.001 

0.145 

Montana 

Nebraska 

Nevada 

New Hampshire 

New Jersey 

New Mexico 

New York 

North Carolina 

North Dakota 

Ohio 

Oklahoma 

Oregon 

Pennsylvania 

Rhode Island 

South Carolina 

South Dakota 

Tennessee 

Texas 

Utah 

Vermont 

Virginia 

Washington 

West Virginia 

Wisconsin 

Wyoming 

0.001 

0 

0.001 

0 

0.002 

0.001 

0.001 

0.001 

0.003 

0.002 

0.001 

0.253 

0.001 

0 

0.001 

0 

0.001 

0.004 

0 

0 

0.001 

0 

0 

0 

0.001 

Table 2.2: State Weights in Synthetic Illinois: All weights rounded to three signif­

icant digits, so they may not exactly 1 as presented here. The results suggest that 

a synthetic Illinois is best fitted using largely a convex combination of Maryland, 

Michigan, Missouri, and Oregon. 
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Illinois' child health insurances between 400-500% FPL. 

Figure 2.1 displays the percentage of children between 400-500 FPL covered 

by either private or public health insurance in Illinois from 1995-2009, along 

with its synthetic counterpart. Notice that coverage in the synthetic Illinois very 

closely tracks the trajectory of the real Illinois for the entire pre-All Kids period. 

Combined with the high balance on all predictors as shown previously in Table 

2.1, this suggests that synthetic Illinois provides a sensible approximation to the 

coverage that would have been observed between 2007-2009 in the absence of the 

All Kids SCHIP expansion. Also note that even in the absence of any expansion of 

public health insurance at that income level, the insurance rate rose considerably 

in the pre-treatment period between 1995-2006. Finally, note that after the 2006 

policy intervention, coverage in the observed Illinois diverges from the synthetic. 

The gap between the true versus synthetic coverage represents the estimate of 

All Kids' effect on the total insurance rate at this income level. This gap is 

more dramatically shown in Figure 2.2, which plots the gap between the true 

and synthetic insurance rates over time. While the gap is negligible during the 

pre-treatment period, the large positive gap suggests that All Kids significantly 

increased health insurance coverage among children of this income group. 

To evaluate the statistical significance of this gap, I conduct a permutation 

test to determine how likely a gap of this magnitude is likely to occur by chance 

under the null hypothesis. More specifically, I generate the distribution of mean 

squared prediction errors (MSPE) under the null hypothesis when no intervention 

has occurred, and compare this distribution to the observed MSPE of 7.5 observed 
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Figure 2.1: Coverage in True vs. Synthetic Illinois, 1995-2009: Results shown 

for children between 400-500% FPL. Synthetic Illinois coverage was generated 

by taking a convex combination of coverage rates from different states using the 

weights shown in Table 2. 
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Figure 2.2: Coverage gap between True vs. Synthetic Illinois, 1995-2009: Results 

shown for children between 400-500% FPL. The large gaps in the post-interven­

tion period suggests a large effect on health insurance coverage. 
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in the three post-treatment observations. To examine this distribution, note that 

in the pre-treatment period between 1995-2006 we have exactly 12 observations. 

Rather than fitting the model with all 12 observations as was done earlier, I 

fit the same model using only 9 training observations, saving the remaining 3 

observations as testing data. Of the 220 possible permutations possible, I test 

100 such permutations at random, calculating the MSPE of the remaining 3 

observations for each trial. Figure 2.3 shows a histogram of the recorded MSPEs 

for all 100 trials, along with the MSPE we observe in Illinois. The figure shows 

that none of the control trials achieves such a large MSPE, and the inclusion of 

100 trials in this sampling distribution suggests that we can reject the possibility 

of a null result at the a = 0.01 level of significance.5 

As an additional check on the sampling distribution shown in Figure 3, an 

additional test is to use a fake placebo treatment in a period before the actual 

treatment takes place. In effect, one fits the model using the first 6 observations, 

and measures the MSPE in the training period for the post-placebo period prior 

to the actual treatment. This procedure tests for the possibility that there is 

always divergence between the synthetic and observed results after even a fake 

treatment, however unlikely that may be. I conduct this test by using a placebo 

treatment in the year 2000, with results shown in Figure 2.4. As expected, the 

placebo treatment does not cause the true and synthetic coverage rates to diverge 

between 2001-2006, this providing additional evidence that the coverage gaps in 

the post-treatment period shown earlier in Figures 1 and 2 are unlikely to occur 
5Our estimate of the statistical significance of this deviation is in fact likely understated, 

since the 100 control trials were generated with only 9 observations while the original synthetic 
Illinois was actually generated with 12 observations. 
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Figure 2.3: Distribution of Training MSPE, Illinois and 100 control trials: Re­

sults shown for children between 400-500% FPL. The histogram shows that the 

gap observed from 2007-2009 in Figures 1 and 2 are unlikely to occur by chance, 

and can be rejected at the a = 0.01 level of significance. 
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by chance. 

I repeat this analysis for the 200-300% and 300-400% income levels, but dis­

card some control states that expanded SCHIP above 200% FPL. Results between 

100-200% FPL cannot be obtained because there are no control states that did 

not enact an SCHIP expansion at that income level — however, coverage and 

crowd-out at this level have been analyzed using the methods discussed in the 

literature review. Figure 2.5 summarizes the results, showing the same coverage 

and gap plots as Figures 2.2 and 2.1 for different income levels. In both cases, 

the synthetic control accurately reproduces the observed coverage values during 

the pre-treatment period.6 However, estimates in the post-treatment period dif­

fer substantially. Between 200-300% FPL, the synthetic control suggests that 

coverage would have increased in the post-treatment period even in the absence 

of All Kids. Nevertheless, All Kids appears to have increased health coverage 

even beyond the expected increase. Between 300-400% FPL however, the story 

is quite different. All Kids appears to have had no net effect on health insurance 

coverage at this income level, and the increase in coverage shown in the synthetic 

control between 200-300% resulting from factors other than All Kids also appears 

to be absent. 

Table 2.5 summarizes the net effect of SCHIP on insurance coverage by in­

come, tabulating the net increase in health insurance coverage by year and in­

come. Between 200-300% FPL, total coverage increased by 1.61% after three 

years above what would have been expected in the absence of any policy inter-

6Predictor values are also well reproduced, however, to save space I omit weight and predictor 
value tables for the remaining models in the paper. 
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Figure 2.4: Placebo in Time — True vs. Synthetic Illinois, 1995-2006: Results 

shown for children between 400-500% FPL. Here we falsely incorrectly assume 

that the All Kids treatment occurred in 2000 rather than 2007, and refit the model. 

The synthetic control still closely tracks the observed coverage rates in Illinois 

following the placebo treatment, providing further evidence that the coverage gaps 

in the post-treatment period shown earlier in Figures 1 and 2 are unlikely to occur 

by chance. 

34 



www.manaraa.com

u 
O 
o 

-

-

- - Synthetic Illinois 

/ P 

^rr^^^---^:.'' 

1996 19£ 2000 2002 2004 2006 2008 

Year 

2006 2008 

a 

a 

1996 1998 2000 2002 2004 2006 2008 

Year 

200-300% FPL 300-400% FPL 

Figure 2.5: Summary of Insurance Coverage, 200-400% FPL: Top panel shows 

observed vs. synthetic coverage for 200-300% and 300-400% FPL respectively, 

while the bottom panel shows the corresponding gap plots. At both income levels, 

the synthetic control accurately reproduces the observed coverage values. Coverage 

increases between 200-300% FPL, but the coverage increase between 300-400% 

FPL is statistically insignificant. 
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FPL 

200-300% 

300-400% 

400-500% 

2007 2008 2009 

2.40 2.49 1.61 

0.33 0.04 0.12 

1.76 3.14 3.10 

Table 2.3: Summary of Change in Total Insurance Coverage: Numbers represent 

percent increases in net coverage by year, calculated as the difference in coverage 

between the observed and synthetic control. Differences for 300-400% FPL are 

not statistically significant at the 0.05 level of significance. 

vention. This increase covered 18.4% of the uninsured population at that that 

income level, so increase is substantively large. Between 300-400%, increases in 

coverage were not statistically significant. Between 400-500% FPL, the 3.1% in­

crease in net coverage covered 49.2% of the uninsured. Health insurance coverage 

therefore does not appear to change monotonically with income. 

I now extend the analysis presented above, estimating the same models sepa­

rately for private and public health insurance coverage from 200% to 500% FPL 

with two changes. First, I replace the original coverage control variables for 

private or public versions of those same variables, as appropriate. Secondly, fol­

lowing Cutler and Gruber (1996) and Gruber and Simon (2008), I treat cases 

where an individual claims to have both private and public coverage together as 

cases where the individual is making a transition from private insurance to public 

insurance. While there are generally few cases where an individual claims both 

forms of insurance, this assumption will generally produce higher estimates of 
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crowd-out than the alternative of discarding those cases altogether. 

Figure 2.6 plots observed and synthetic coverage rates for private and public 

insurance between 1995-2009. Private insurance coverage is shown on the top 

panel, while public insurance coverage appears on the bottom panel. In all 6 cases, 

the synthetic control continues to closely reproduce the corresponding coverage 

rates observed in Illinois, providing evidence of good model fits. Also of interest 

is the increase in public insurance and the decrease in private insurance evident 

from at all income levels during the late 1990s. This suggests that there was some 

period of crowd-out prior to the implementation of SCHIP, whereby children 

substituted private insurance for public insurance. Figure 2.7 plots effect of All 

Kids on coverage in the same manner as Figure 2.6, calculating the effect as the 

difference between the observed and synthetic private/public insurance coverage. 

Notably, there exist large gaps in the post-treatment period for both private and 

public coverage from 200-300% FPL and 400-500% FPL. 

Tables 2.5 and 2.5 present the effects shown in Figure 2.7 numerically for pub­

lic and private insurance respectively during the post-treatment period. These 

values are needed to calculate crowd-out estimates in relative (percentage) terms, 

but they are interesting by themselves because they allow us to look at crowd-out 

in absolute terms as a proportion of the entire population. Between 200-300% 

FPL, note that private coverage drops by 4.37%. Substantively, this is a large 

amount — almost three times as much as the increase in overall coverage shown 

in table 2.5. In contrast, private coverage reduction between 300-400% FPL was 

a much more modest 0.96%, an important point that I return to shortly. 
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Figure 2.6: Private/Public Coverage in True vs. Synthetic Illinois: From left 

to right, top panels show results for private coverage ranging from 200 to 500% 

FPL, while lower panels show results corresponding results for public coverage by 

income. 

FPL 

200-300% 

300-400% 

400-500% 

2007 

2.95 

-0.17 

1.10 

2008 

6.05 

0.83 

2.19 

2009 

7.25 

0.40 

2.64 

Table 2.4: Summary of Change in Public Insurance Coverage: Numbers repre­

sent percent increases in public coverage by year, calculated as the difference in 

coverage between the observed and synthetic control. 
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Figure 2.7: Private/Public Coverage Gaps in True vs. Synthetic Illinois: From 

left to right, top panels show results for private coverage ranging from 200 to 500% 

FPL, while lower panels show results corresponding results for public coverage by 

income. 

FPL 

200-300% 

300-400% 

400-500% 

2007 

-0.46 

0.83 

1.55 

2008 

-2.86 

-0.85 

2.39 

2009 

-4.37 

-0.96 

2.13 

Table 2.5: Summary of Change in Private Insurance Coverage: Numbers repre­

sent percent increase in private coverage by year, calculated as the difference in 

coverage between the observed and synthetic control. 
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The crowd-out rate is defined as the fraction of children taking up public 

health insurance who, in the absence of a public health insurance option, would 

have taken up private health insurance instead. It therefore follows the formula: 

„ , —^private 
Crowd — out = — 

Apublic 

where Apublic and Aprivate are the entries found in Table 2.5 and 2.5 respec­

tively. Applying the equation, we end up with the crowd-out rates shown in 

Table 2.5. Three results emerge from this analysis. Between 200-300% FPL, 

crowd-out reached 60% by 2009 — an estimate that is larger the magnitude of 

effect found by Cutler and Gruber (1996) and Gruber and Simon (2008) for Medi­

care below 200% FPL, but actually in line with the estimates speculated by the 

Kaiser report (on Medicaid and the Uninsured, 2007). Next, I obtain estimates 

of crowd-out between 300-400% that are absurdly high — a ratio of 2.4 implies 

that for every person taking up public insurance, 2.4 people are dropping private 

insurance. However, our discussion of absolute levels of crowd-out suggest that 

this ratio is driven by a numerator and denominator that are both very small, 

resulting in highly unstable estimates. Substantively, we therefore observe no 

crowd-out at this income level. Finally, between 400-500% FPL, we consistently 

observe negative ratios, implying crowd-in rather than crowd-out. This suggests 

that All Kids not only increased public coverage by 2.64%, it also simultaneously 

increased private coverage by 2.13%. 
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FPL 

200-300% 

300-400% 

400-500% 

2007 2008 2009 

0.16 0.47 0.60 

4.94 1.03 2.40 

-1.40 -1.09 -0.81 

Table 2.6: Estimates of crowd-out: Calculated as -Aprivate/Apublic from Table 

4 and Table 5. 

2.6 Conclusion 

Health economists widely believe that as eligibility levels for public health in­

surance programs are expanded to cover higher incomes, the possibility of sub­

stitution from private to public insurance increases because the expansions in­

creasingly target those with access to private insurance. However, there exist 

many reasons why this relationship may not be so simple — a conclusion that 

previously drew support from the empirical work of Card and Shore-Sheppard 

(2004). In examining Illinois' All Kids program, I find additional evidence that 

the relationship between income and crowd-out is much more complex. More 

specifically, I find that for children between 200 to 300% of the Federal Poverty 

Line, the All Kids program produced an increase in health insurance coverage of 

2% with 60% crowd-out. For children between 300-400% of FPL, All Kids pro­

duced no increase in overall coverage and no crowd-out. Finally, I find that for 

children between 400-500% FPL, SCHIP produced a 3-4% increase in coverage 

with crowd-in. 
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These findings are of substantive interest because there is clearly a desire by 

some members of Congress to continue expanding SCHIP eligibility to higher 

income populations, as seen in the recent 300% expansion passed with the 2009 

SCHIP Reauthorization Act. My result suggests that this recent expansion should 

have a moderate effect on improving insurance coverage, at the cost of a crowd-out 

rate that is double the rate previously estimated for the 200-300% FPL popula­

tion. Expansions beyond this income level however will not result in additional 

crowd-out, and may in fact lead to crowd-in between 400-500% FPL. 

Despite the enormous problems posed by the threat of crowd-out, the pres­

ence of substantial crowd-out by itself does not necessarily answer the question 

of whether public expansions constitute sound or unsound public policy. Al­

ternatives to public expansions also imperfectly target the uninsured — using 

a microsimulation model, Gruber (2008) finds that public expansions provide 

higher coverage at lower cost under SCHIP than alternatives such as tax credits. 

Furthermore, research suggests that public expansions improve health outcomes 

in cost-effective ways. For example, Currie and Gruber (1996b) find that the ex­

pansion of Medicaid eligibility to pregnant women raised Medicaid expenditures 

by $840,000 per infant life saved. This number is about half the value of life 

estimated by Manning et al. (1989), who use data from studies of willingness to 

pay for a small change in the probability of survival to estimate a value of life of 

$1.66 million. 

In attempting to provide coverage and crowd-out estimates at higher income 

levels, my research poses several questions of a political nature. First, in con-
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sidering the recent 200-300% SCHIP expansion, this paper questions whether a 

crowd-out rate of 60% is an acceptable price for 2% more coverage. Secondly, 

if crowd-out is a problem, is crowd-in a policy goal that is worth pursuing with 

public expansions? My research suggests that while substantial crowd-in occurs 

when public expansions target the 400-500% FPL, crowd-in does not result from 

expansions at lower incomes. Given the political infeasibility of extending cover­

age to such high income levels without first expanding coverage at lower levels, 

the path to this goal appears immensely challenging. 
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CHAPTER 3 

The Structure of Utility in Spatial Models of 

Voting 

3.1 Introduction 

Over the past twenty-five years, the study of Congress has increasingly involved 

the analysis of roll call voting data. Empirical models of spatial voting, often 

referred to as ideal point estimators, allow legislator locations in an abstract 

policy or ideological space to be inferred from their roll call votes. These models 

have provided new insights about the US Congress in particular and legislative 

behavior more generally (see, for example, Poole and Rosenthal, 1997; McCarty 

et al., 2006). Recently ideal point models have also been applied to voting in non-

legislative voting bodies such as the United Nations (Voeten, 2000), elections (for 

example, Herron and Lewis, 2007), and courts (for example, Martin and Quinn, 

2002). There are now a number of alternative models, estimators, and software 

that researchers can use to recover a latent issue or ideological space from voting 

data. These approaches are often tailored to particular problems, such as voting 

in small chambers (Londregan, 2000; Peress, 2009), measuring temporal dynamics 

(Martin and Quinn, 2002), or application to very large data sets (Lewis, 2001). 
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While these models have many features in common, they also differ in some basic 

assumptions about exactly how the spatial locations of alternatives are translated 

into choices. These assumptions are not simply of technical significance, but 

imply substantively different notions of actor behavior. 

In this paper, we seek to explore if these assumptions can be relaxed. That is, 

rather than assuming a particular utility function for our actors, can we estimate 

important features of the actors' utility function? It is known that there are limits 

to how far we can relax our assumptions and still identify legislators' ideal point 

from their roll call vote (Kalandrakis, 2008). Moreover, it is not obvious that the 

data to which are these estimators are typically applied is sufficiently rich to pin 

down those features of utility functions that are identified (in the econometric 

sense). We find that, in fact, some important features of voter utility that have 

been fixed by assumption in nearly all of the previous literature can be estimated. 

However, we also find that while these features have important implications for 

how actors translate the underlying issue space into choices over particular pairs 

of alternatives, they have relatively little effect on the recovered ideal points. 

Nearly all ideal point estimators employ the random utility framework of 

McFadden (1973). Accordingly, an actor's choice between two alternatives (yea 

and no) is governed by a systematic spatial voting component and an additive 

random utility shock applied to each of the two alternatives. Generally, simple 

Euclidean spatial preferences are assumed (Enelow and Hinich, 1984; Hinich and 

Munger, 1994, 1997). That is, actors are assumed to be more likely to choose 

the alternative that is located closer their ideal policy than the alternative that 
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is located farther from their ideal policy. The general form of the random utility 

function is: 

Uj(Oj;X)=F(\\Oj-X\\) + ej 

where X is the actor's most preferred policy outcome in some (i-dimensional 

policy space, Oj for j G {y, n} is the location of the policy outcome associ­

ated with the (y)ea or (n)o alternatives in the same policy space, F is a given 

monotonically decreasing function, and tj is an alternative-specific utility shock. 

Note that actors do not always choose the closer of the two alternatives because 

the presence of the non-spatial shocks which can reverse the preference for one 

alternative for another that is implied by the spatial component of the utility 

function. 

As described in greater detail in section 2.2, the (ex ante) probability that the 

spatial preferences will be reversed by the idiosyncratic shocks is a function three 

factors: the variability of difference in the utility shocks (ey — en), the distance 

between the actor's ideal point (X) and each of the alternative {Oj), and the 

utility function (F). Although often overlooked, the choice of F has important 

implications for choice behavior. For example, if F is a concave function (e.g., 

F : x —> —x2), then holding Oy and On fixed the likelihood of an actor voting 

for the farther away alternative goes to zero as X moves away from both Oy 

and On. On the other hand, if F has convex tails (e.g., F : x —> exp( — \x2)), 

then the probability of choosing the further away alternative goes to 1/2 as X 

is moved away from both Oj and On. As we discuss in greater detail in section 
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2, this difference has important implications for how actors respond to different 

alternatives. Typically, the central objective in fitting ideal point models is to 

estimate the ideal point (X) of each actor.1 In this paper, we focus on the 

estimation of features of F. 

First, we consider the overall shape of the actor's spatial utility function, 

F( 11 Oj — X11). We consider a model that is parameterized such that the quadratic 

utility function used in estimators such as Jackman's IDEAL (2004), Martin 

and Quinn (2002), and many others, is nested in the Gaussian utility model 

used in Poole and Rosenthal's NOMINATE (1985). This model allows to us 

investigate whether voting data can be used to discriminate between these leading 

assumptions about the shape of spatial utility functions. Perhaps surprisingly, 

we find that in voting data from bodies as small as the U.S. Senate it is possible 

to discriminate between these two utility functions. Based on this model and 

as presented in section 2, we estimate that legislators' utility functions are very 

nearly Gaussian throughout almost the entire history of the U.S. Congress. 

Second, we consider whether F might vary across legislators. In particular, 

we estimate a model in which legislator utility has the same basic Gaussian 

shape (as described below), but legislators vary in the overall intensity of their 

spatial preferences. Actors having more intense spatial preferences are relatively 

more likely to select the closer alternative in any situation than are actors with 

less intense spatial preferences. Consistent with theoretical expectations that 

policy extremists are more sensitive to policy outcomes than moderates, we find 

1In general, the location of each (Oy,On) pair cannot be identified without additional as­
sumptions. However, ideal point estimators provide estimates of vote-specific parameters that 
are functions of (Oy,On). 
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evidence that extremist legislators have higher-intensity utility functions than 

their moderate counterparts. This last result is substantively important to the 

formation and interpretation of law. It suggests that extremists are ideologically 

rigid whereas moderates are more likely to consider influences that arise outside 

liberal-conservative conflict. 

Thirdly, we consider a model where the intensity of legislator preferences can 

vary asymmetrically. Legislator utility functions are permitted to skew to their 

left or right, but are also permitted to remain symmetric. Our results tentatively 

suggest that in the U.S. Congress, conditional on party, as legislators become 

more conservative their sensitivity to policy alternatives on the right increases. 

Correspondingly, liberal Democrats and moderate Republicans are the two groups 

who are most sensitive to policy alternatives to their left. 

Our methodology for this project employs a Markov Chain Monte Carlo 

(MCMC)-based version of Poole and Rosenthal's NOMINATE model that allows 

for easy calculation of auxiliary quantities of interest and measures of estima­

tion uncertainty for all estimated quantities. As noted above, we modify the 

model to estimate additional parameters that allow for variation in the shape 

and distribution of the utility function. Our results here are based solely on 

a one-dimensional model, which accounts for most behavior in both the U.S. 

Congress and Supreme Court. Multiple dimensions introduce greater complexity 

and difficulty in comparing estimates across models, and we leave the comparison 

in higher dimensional spaces for future work. 

We begin our paper by developing a model that nests Quadratic and Gaussian 
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utility. This discussion begins with a substantive motivation of how the proposed 

change in the utility function can affect choice and then proceeds to discuss our 

methodology and results. Next, we discuss a separate model that allows the 

intensity of each legislator's utility function to vary. After presenting a stylized 

example to motivate the importance of the problem, we test the theory that 

extreme legislators will also have more intense preferences on four recent U.S. 

Senates and the U.S. Supreme Court. We conclude our paper with a discussion of 

of a model where the intensity of legislative preferences can vary in an asymmetric 

manner. 

3.2 Gaussian vs. Quadratic Utility 

3.2.1 Introduction 

What does it mean for utility functions to be Gaussian or quadratic? Figure 

3.1 plots a pair of corresponding spatial utility functions as assumed by NOM­

INATED Gaussian utility model and IDEAL's quadratic utility model.2 The 

functions correspond to each other in the sense that they both imply Euclidean 

preferences with the same ideal point. The curves have been further harmo­

nized to yield similar utility levels for outcome locations in the neighborhood of 

the ideal point. First, note that the two functions are very similar in the re­

gion where both functions are concave. In fact, the quadratic utility function 

is the first-order exponential approximation of the Gaussian utility function, a 

2The utility function employed by NOMINATE is referred to as Gaussian or normal because 
it has the same shape as the normal or Gaussian probability density function. 

49 



www.manaraa.com

relationship that we exploit in our test of utility functions. 

The key differences between the two distributions are seen in the tails of the 

plotted curves. In the tails, the marginal loss in utility is decreasing under Gaus­

sian utility, while it is increasing at an increasing rate under quadratic utility. 

Thus, under quadratic utility, legislators are increasingly more disposed to sup­

port the closer alternative the farther away both the bill and status quo are from 

their ideal points. In contrast, the convex nature of the tails in the Gaussian util­

ity function implies that as the bill and status quo are moved sufficiently far from 

the legislator's ideal points, the utility differences between the bill and status quo 

are decreasing. 

Stated more informally, consider the example of a legislator who is voting on a 

bill authorizing the construction of a number of F-22 fighters. The legislator has 

an ideal point of building no new fighters, while the status quo and an amendment 

propose the construction of 1,000 and 998 fighters respectively — numbers that 

are both far from the legislator's bliss point. Gaussian utility implies the legislator 

will be almost indifferent between the bill and the alternative, while quadratic 

utility implies that the legislator will perceive an enormous difference — more 

than, say, if the amendment were moving from a status quo of 60 fighters to 58. 

In developing the NOMINATE model of ideal point estimation, Poole and 

Rosenthal were heavily influenced by the psychological experiments of Shepard, 

Nosofsky, and Ennis (Shepard, 1986; Nosofsky, 1986; Ennis, 1988), who examined 

how people judged similarity between stimuli such as light and sound intensity. 

Shepard (1987) found that when people judged the similarity between stimuli, 
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Figure 3.1: NOMINATE and IDEAL utility functions. Lines show the determin­

istic utility functions assumed by NOMINATE (solid line) and IDEAL (dotted 

line) for a legislator with an ideal point of 0. 
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they appeared to use an exponential response function. More specifically, let A 

represent a distance measure between two different stimuli, where A = 0 if the 

two stimuli are identical. Shepard found that given two competing stimuli with 

distance A, individuals tend to report the distance e~kA instead, where k is a 

scaling constant. When perceptual error is added to the Shepard model, the 

expected value of this response function becomes Gaussian — that is e~kA . 

The Shepard-Nosofsky-Ennis model thus implies normally-distributed utility 

functions in spatial models of voting, because the concept of preference can be 

reduced to the psychological notion of comparing similarities. In spatial models of 

voting, legislators with ideal point X{ use that standard to judge other legislative 

stimuli, Oj. The distances between the ideal point and the stimuli are then 

perceived as e~kA = e~
k(xi-Oj)^ w n e r e j \ j s th e distance measure between the 

ideal point and stimulus. Spatial models of voting can therefore be thought of as 

derivations of the Shepard-Nosofsky-Ennis similarity model. 

3.2.2 Estimation 

In this section, we begin with an overview of the quadratic and Gaussian choice 

utility models in one dimension. We then describe our model, which estimates 

an additional parameter a that allows convex combinations of the two utility 

models. Let p denote the number of legislators (i = 1, ...,p), and q denote the 

number of roll call votes (j = 1,..., q), and I represent the two possible choice on 

each vote, yea and nay. Let legislator i's ideal point be represented by Xt and let 

Ojy and Ojn represent the yea and nay locations of bill j . Then in the quadratic 
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utility model, the utility that legislator i derives from voting yea or nay on bill j 

is: 

jjQuad _ _(y _ /-) ^2 , 
uijy \-r*•^ ^jy) ' ^ijy 

jjQuad _ _ / Y _ O \2 -U a uijn \- / vi ^jn) T ^ijy 

In the Gaussian utility model, given the signal to noise parameter /3 and 

weight w, the corresponding yea and nay utilities for legislator i on vote j are: 

Ugorm = Pexp{-0.5 * w * (Xt - Owf} + eljy 

U%:rm = Pexp{-0.5 *w*(Xz- Ojn)
2} + eljn 

Note that we can take the first order exponential expansion of the utility from 

a yea vote under Gaussian utility as: 

rrNorm _ o ^ ( ~ 0 - 5 * W * (Xj - OjyfY 
uijy ~ P Z~i ,-| "T" fcw 

i=o l-

Hence, the quadratic utility function is a first order approximation of the 

Gaussian utility function. 

Under both models, the difference between the two errors is assumed to have 

a standard normal distribution, that is, e^n — e^y ~ iV(0,1). This leads to the 
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standard probit formulation of the probability that legislator i votes Yea on the 

jth roll call as: 

where Uijy and u^n are the deterministic components of Uijy and /7ijn respectively. 

Correspondingly, the probability that legislator i votes Nay on the jth roll call is 

ijy ^["•ijn " i j j / j ' 

The mixture model we estimate is similar to the two models presented here, 

with the exception of an additional a parameter to be estimated that is permit­

ted to vary from 0 to 1. We take the exponential expansion of the Gaussian 

utility function, separate the first order approximation from the component, and 

estimate the following: 

rrMi* ay ( - ° - 5 *w*(x t -o j y n ~ (-0,5*«;•(*-o j yyy 
uijy ~ V Z ^ ,-) -r up 2_^ •, "t- tijy 

i=0 b- i=2 '• 

uijn — P Z^ ,-| -r «P Z^ ,-| "f" e*?'™ 
i=0 l- i=2 4" 

Note the close relationship between the utilities from the mixture model pre­

sented here compared to the quadratic and Gaussian utilities presented earlier. 

When a = 1, the utility function of the mixture model is identical to the Gaus­

sian model. When a = 0, the utility function of the mixture model is identical 
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to the quadratic model with the exception of a constant, which disappears in the 

vote choice probability function when the Yea and Nay utilities are subtracted 

from one another. Hence, estimation of a allows for a convex combination of 

quadratic and Gaussian utilities to be used in scaling the data, a can also be 

interpreted as the level of evidence supporting the Gaussian utility function in 

the data being estimated. 

We use non-informative priors on the legislator and vote parameters. Given 

the p x q matrix of observed votes V, bayesian inference for the legislators' ideal 

points, bill parameters, and auxiliary parameters proceeds by simulating the 

posterior density given by: 

p(a, /?, X, 0\V) ex p(V\a, f3, X, 0)p(a, /3, X, O) 

where priors are uninformative and assumed to be distributed: 

p{Ojy)~N{QJnv-x2)Vj£^-,q 

p(Ojn)~N(0,Inv-X
2)Vjel,...,q 

P(Xi)~N(0,Inv-X
2)Viel,...,P 

p(a) ~ Uniform(0,1) 

and the likelihood is given by: 

p(V\a,P,X,0)^flf[l[P^ 
i=ij=n=i 
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where dji = 1 if choice I is the actual choice of legislator i on roll call j and is 

zero otherwise. 

3.2.3 Results 

In this section, we present three sets of empirical results. We begin with Monte 

Carlo tests that validate our estimator's ability to distinguish between Gaussian 

and quadratic forms of utility. These results suggest that the estimator is able 

to distinguish between different utility functions as expected. We apply our 

estimator to the 109th Senate, and find strong evidence in support of a Gaussian 

utility function. We then proceed to apply the estimator to all U.S. Congresses. 

In the vast majority of cases, we continue to find strong evidence of a Gaussian 

utility function consistent with the results of the 109th Senate. 

Our primary means of validating the estimator is through the use of Monte 

Carlo simulation. We generated two separate roll call matrices with 100 legislators 

and 500 roll calls using Gaussian and quadratic utility functions. Recall that a 

values of 0 are consistent with quadratic utility while a values of 1 are consistent 

with Gaussian utility. We then applied the mixture estimator to the two data sets 

over 60,000 iterations, discarding the first 10,000 as a burn-in and thinning every 

10th iteration. Posterior distributions from both data sets are shown in Figure 

3.2. When choice data generated under the assumption of Gaussian utility is 

scaled, a had a posterior mean of 0.985 and a posterior standard deviation of 

0.014. These results are fully consistent with the theoretical expectations of the 

model. Under the quadratically generated Monte Carlo, a had a posterior mean 
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of 0.265 and a posterior standard deviation of 0.087. While these numbers are not 

completely consistent with our expectation of an a of zero, the discrepancy can 

be explained by the fact that fitting a Gaussian utility model to quadratic data 

will still result in estimates that are somewhat reasonable given that they will 

have high similar utilities in all but the tail areas. The point to be emphasized 

from the Monte Carlo results is that the estimator is able to distinguish data 

from two similar but distinct utility functions. 

We then applied the estimator to the 109th Senate, with some additional 

changes designed to bias our results toward the quadratic utility model as favor­

ably as possible. Our concern here is ensuring that the results estimated by our 

Markov Chain have reached convergence. We began our estimation by constrain­

ing a = 0 throughout the estimation and generating posterior samples of both 

legislator coordinates and bill parameters following convergence. We then take 

these posterior means as the start values of our estimation, and start a at 0. The 

idea here is to start the estimation at the parameters that are most favorable to 

obtaining low values of a; if the a parameter subsequently moves to higher levels, 

then we can be reasonably sure that the global maximum truly does converge at 

higher levels of a. 

Our results for the 109th Senate are summarized in the posterior density and 

trace plots of a in Figure 3.3. The posterior plot shown for the 109th Senate 

is very similar to the plot shown for the Gaussian utility Monte Carlo, with a 

posterior mean of 0.996 and a posterior standard deviation of 0.004 for a. The 

traceplot suggests rapid convergence to high values of a, despite the quadratic 
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Figure 3.2: Posterior Distributions of Alpha Parameter. Distributions are esti­

mated Alpha parameters from two Monte Carlo data sets of 100 legislators and 

500 roll calls. The distribution to the right is estimated from data generated from 

NOMINATE utilities, while the distribution to the left is estimated from data 

generated from quadratic utilities. 
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Figure 3.3: Posterior and Traceplot of a: 109th Senate. The posterior plot is 

consistent with Gaussian utility posterior from Monte Carlo simulation. Despite 

using start values biased towards low values of alpha, the traceplot suggests steady 

state convergence at much higher levels, a = 1 is consistent with Gaussian utility 

while a = 0 is consistent with quadratic utility. 
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utility-biased starting values used to begin the simulation. These high values 

persist throughout almost all of the samples of a drawn. It should be empha­

sized however that while the results from our mixture model suggest that choice 

probabilities are maximized using a Gaussian utility model, they do not imply 

that the ideal points recovered via quadratic utility are "wrong". In fact, there 

are substantively no differences in the legislator coordinates recovered between 

either the Gaussian, quadratic, or mixture models; ideal points recovered by the 

mixture model correlate at 0.958 with those obtained from the Gaussian model, 

and 0.950 with those obtained from the quadratic model. 

These results naturally lead to the question of how a has varied across legis­

latures over time and whether the results of the 109th Senate are exceptional or 

common across legislatures. We attempt to answer this question by applying the 

mixture estimator to every U.S. Senate and House roll call matrix and obtaining 

estimates of their a parameters.3 Figure 3.4 summarizes these results, plotting 

the posterior means and empirical 95 per cent confidence intervals of a for the 

U.S. House and Senate. In general, these results suggest that high values of a, 

consistent with Gaussian utility, are pervasive throughout most U.S. Congresses. 

The major exception appears to be the early Congresses — we hypothesize that 

this is mainly due to the limited amount of information available for those Con­

gresses due to the lower numbers of legislators and bills. The hypothesis draws 

support from the observation that normal utility is strongly supported, starting 

with the 20th House, for the House of Representatives which is typically at least 

3For these estimates, 6,000 iterations were used with a burnin of 1,000 iterations, and starting 
values for all parameters were drawn randomly. 
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Figure 3.4: Estimates of a over time: U.S. House and Senate. Points represent 

the posterior mean of the a draws for each Congress. The lines show the range 

of the empirical 95 per cent confidence intervals of a. a = 1 is consistent with 

Gaussian utility while a = 0 is consistent with quadratic utility. 

four times the size of the Senate. We plot the posterior densities of two early 

Congresses — the 6th House and the 5th Senate — in Figure 3.5. These densities 

can be distributed approximately normal, as in the case of the 6th House, but 

they can also be skewed, as in the case of the 5th Senate. 

While these results suggest that it can be difficult to distinguish between 

quadratic and Gaussian utilities in smaller legislatures, judicial settings such as 

courts may provide a substantively important venue to further evaluate assump­

tions about utility functions. We applied the mixture estimator to U.S. Supreme 

Court decisions from 1953-2008, a roll call matrix that includes 31 different jus­

tices and 4,333 decisions. 4 Our results for the Supreme Court are consistent with 

4There are 7,285 total decisions, but all unanimous decisions are discarded before estimates 
are taken because they do not contribute any useful metric information. 
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Figure 3.5: Posterior distribution a: 6th House and 5th Senate. The 6th House 

had 112 legislators voting on 95 bills, leading to a mean a of 0.607 and a standard 

deviation of 0.170. The 5th Senate had 43 legislators voting on 194 bills, leading 

to a mean a of 0.215 and a standard deviation of 0.166. 

Gaussian utility, with a posterior mean of 0.998 for a and a posterior standard 

deviation of 0.002.5 

Finally, we attempted to determine whether our estimates of a Gaussian a is 

unique to the U.S. legislature. Given the psychological foundations of the nor­

mal utility function in the Shepard-Ennis-Nosofsky stimulus response model, we 

hypothesize normal utility is likely prevalent in choice data across the world. To 

test this hypothesis, we conducted the same estimation for four different sources 

of choice data: the U.S. Supreme Court, the French Republic, the European Par-

5In an earlier draft of this paper, we conducted this estimation with only U.S. Supreme Court 
Data from 1994-97. With only nine justices and 213 votes, the mixture estimator did a poor 
job of distinguishing between quadratic and Gaussian utilities. This new result clearly suggests 
that a lower bound on the size of the roll call matrix needed before reasonable estimates of a 
can be estimated 
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liament, and the California Legislature. Our results, summarized in table 3.2.3, 

is consistent with our hypothesis that choice data outside the U.S. legislative 

context also appears to be fit well with normal utility functions. 

3.3 Extremists and Intensity 

3.3.1 What does Intensity Mean? 

The mixture model presented in the previous section is predominantly a story of 

choices at the extremes — that is, how likely are legislators to select the closer 

alternative when both the bill and the status quo are situated far from their 

ideal point? Separate but related to this is the question of whether extremists 

have utility functions that are distinctly different from those of moderates. In the 

context of the Gaussian utility model, this suggests that the weight parameter w is 

not constant as assumed by NOMINATE, but instead varies across legislators. In 

particular, we are interested in the possibility that the deterministic component of 

the utility functions of extremists exhibit greater intensity than that of moderates. 

The hypothesis that the choice behavior of extremists may differ systemati­

cally from that of moderates is perhaps most forcefully developed in social psy­

chology in the social judgment theory of Sherif and Hovland (1961) and Keisler 

et al. (1969). Under this theory, behavior is related to "involvements" — that is, 

more politically involved people may have different utility functions. Moreover, 

operationally, Sherif et al. (1965) define involvement as membership in a group 

with a position on an issue. They postulate that individuals will partition the 
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Source 

U.S. Supreme Court, 1953-2008 

European Parliament, 1979-84 

European Parliament, 1994-99 

French First Republic 

French Second Republic 

French Third Republic 

California State Assembly, 1993-94 

California State Assembly, 1997-98 

California State Assembly, 2001-02 

California State Assembly, 2001-02 

California State Senate, 1993-94 

California State Senate, 1997-98 

California State Senate, 2001-02 

California State Senate, 2001-02 

Posterior mean of a 

0.998 

0.986 

1.000 

1.000 

1.000 

0.999 

0.998 

0.998 

0.999 

0.999 

1.000 

1.000 

1.000 

1.000 

aa 

0.002 

0.001 

0.000 

0.000 

0.000 

0.001 

0.002 

0.002 

0.001 

0.001 

0.000 

0.000 

0.000 

0.000 

Table 3.1: Estimates of a outside the U.S. Congress. The results here suggest 

values of a. that are consistent with Gaussian utility in a wide variety of settings. 

Results shown to three significant digits. 
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dimension into the three latitudes of acceptance, rejection, and non-commitment. 

The theory furthermore claims that involvement increases the latitude of rejec­

tion. To translate to our model, we hypothesize that extremists will have more 

sharply peaked utility functions than moderates — that is, a higher individual 

weight parameter Wi. A series of empirical studies (Sherif, 1952; Hovland et al., 

1957; Sherif et al., 1965) all developed the finding that "those with extreme po­

sitions use broader categories for rejection than for acceptance and that their 

category for rejection is wider than the rejection category of more moderate sub­

jects." 

To observe the substantive impact of such a difference, consider a situation 

where Justices Kennedy and Scalia are deciding between joining and dissenting 

from an opinion, as depicted in Figure 3.6. The deterministic components of 

Kennedy and Scalia's Gaussian utility functions are depicted on dotted lines, 

centered on their respective ideal points of 0.2 and 0.8. In the case of the utilities 

depicted with dotted lines, the standard deviation of the Gaussian utility function 

for both Kennedy and Scalia is set at 0.3. We also show the utility function 

of a counterfactual "high-intensity" Scalia on a solid line, whose ideal point is 

still located at 0.8,-but has a utility function with noticeably smaller variance. 

The locations of the concurring and dissenting opinions are set at 0.4 and 0.6 

respectively. 

In the absence of stochastic utility, each justice joins the opinion closest to 

their ideal point — Kennedy is predicted to join in the concurrence, while both 

the low and high intensity Scalias are predicted to join the dissenting opinion. 
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Figure 3.6: Utility of Functions of Kennedy and Two Scalias. Kennedy's ideal 

point is set at 0.2, while both Scalias' ideal points are set at 0.8. While both the low 

and high-variance Scalias prefer to dissent, the low-variance Scalia experiences a 

much higher utility difference between concurrence and dissent, and is thus much 

less likely to err. 
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But note that in the presence of random shocks to utility, the legislators have 

different propensities to commit votes that do not conform to this expectation. 

Both Kennedy and the low-intensity Scalia have the same probability of voting 

for the alternative that is further from their ideal point, as their deterministic 

utility differences between concurrence and dissent are identical. However, the 

high-intensity Scalia obtains much more utility from choosing to dissent than the 

low-intensity Scalia. This in turn suggests that the high-intensity Scalia is much 

less likely to vote for the alternative that is further from their ideal point than 

either Kennedy or the low-intensity Scalia. 

3.3.2 Estimation and Results 

The intensity model we estimate to determine if extremists have more sharply-

peaked utility functions than moderates is similar to the Gaussian utility choice 

model presented earlier. Again, let p denote the number of legislators (i = 

1, ...,p), and q denote the number of roll call votes (j = 1, ...,<?), and / represent 

the two possible choice on each vote, yea and nay. Let legislator i's ideal point 

be represented by Xt and let Ojy and Ojn represent the yea and nay locations 

of bill j . Then recall from the Gaussian utility model, given the signal to noise 

parameter j3 and weight w, the corresponding yea and nay utilities for legislator 

% on vote j were: 

Ug°rm = Pexp{-0.5 *w*(Xz- Ojy)
2} + etjy 
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C C m = Pexp{-0.5 *w*(Xz- Ojn)
2} + eljn 

Rather than using a global weight parameter w, the intensity model allows 

each legislator's weight parameter u>; to be estimated separately, resulting in the 

new utility functions: 

^ntensUy = ^ { . Q Q * w . , ( ^ _ Q.y)2} + £..y 

This again leads to the standard probit formulation of the probability that 

legislator i votes Yea on the jth roll call as: 

pr.. =pr(Tj.. >TJ..) = pr(e- -£• • <u- - u-• ) = §luIntensity - uIntensity] 

where u^y and u^-n are the deterministic components of Uijy and Uijn respectively. 

Correspondingly, the probability that legislator i votes Nay on the j th roll call is 

ijy ^I'-t'ijn 'J'ijyl' 

We use non-informative priors on the legislator and vote parameters. Given 

the p x q matrix of observed votes V, bayesian inference for the legislators' ideal 

points, bill parameters, and auxiliary parameters proceeds by simulating the 

posterior density given by: 

p(a, 0, X, 0\V) oc p(V\a, 0, X, 0)p(a, (3, X, O) 
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where the likelihood and priors are the same as those shown in the previous 

model. 

We applied the intensity estimator separately to the 106th to 109th Senates, 

with the results of our estimation shown in Figure 3.7. On the X-axis, we plot 

the Z-transformed ideal points of the senators, calculated as the posterior means 

of Xj. The posterior mean weight parameter Wi is plotted on the Y-axis, and an 

80 per cent confidence band for each legislator's weight is displayed. A lowess 

smoother is then applied to the points on each graph in an effort to detect non­

linear patterns in the distribution of weights. 

Building on the social judgement theory of Sherif and Hovland (1961), we 

hypothesized that extremists would have more sharply peaked utility functions 

than moderates — that is, a higher individual weight parameter Wj. In all four 

cases we examined, the lowess-smoothed weights generally appear consistent with 

this hypothesis, though there appears to be some deviation from this trend at 

the conservative end of the 109th Senate. 

In three of the four cases shown above, Russ Feingold (D-WI) appears as a 

notable outlier, both in terms of the extremity of his estimated ideal point and 

weight parameter. This is largely due to Feingold's status in the Senate as an 

occasional ideological maverick who sometimes votes with Republicans against 

everyone else in his party. To understand the impact of this behavior on our 

estimates, we compare the choice probabilities for Feingold in the 109th Senate 

to that of the second most liberal senator, Tom Harkin (D-IA). In drawing this 

comparison, we are attempting to understand why Feingold's estimates deviate 
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Figure 3.7: Ideal points vs. Estimated Weights: 106th to 109th Senate. Lines 

reflect the 80 per cent confidence bands on each Senator's estimated weight. The 

dashed line is a lowess smoother of the points and provides evidence that ex­

tremists have larger weight parameters than their moderate counterparts. Russ 

Feingold (D-WI) is a notable outlier on three of the four graphs. 
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x=-1.31 

x=-3.23 

w=0.4 

-168.8 

-159.5 

w=0.92 

-245.80 

-248.5 

Table 3.2: Log-Likelihood for Feingold (D-WI), 109th Senate. Feingold's es­

timated ideal point of x=-1.31 and weight of w=0.4 are notable outliers. We 

compute the log-likelihood for the same votes using Feingold and Harkin's (D-IA) 

ideal point and weight, and find that the difference in log-likelihood is largely the 

result of the different in weights. 

so substantially from those of Harkin. 

Feingold's estimated ideal point of x = —3.23 and estimated weight of w = 

0.4 contrast with an ideal point and weight of x = —1.31 and w = 0.92 for 

Harkin. We compute new log-likelihood values for each combination of weights 

and ideal points for Feingold's votes, and report them in table 3.3.2. As expected, 

Feingold's log-likelihood is maximized at Feingold's estimated weight and ideal 

point combination in the bottom left cell of the table. More importantly however, 

the table shows that as one moves from Feingold's coordinates to those of Harkin's 

in the top right corner, the change in weight is overwhelmingly the dominant 

factor explaining the discrepancy in fit. 

To understand the impact of Feingold's maverick voting on his weight and 

ideal point estimates, consider one such vote in the 109th Senate. Here, we 

consider a Senate motion to concur in the House Amendment to the Senate 

Amendment toH.R6111, a bill that amends the Internal Revenue Code of 1986. 
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Figure 3.8: Log-Likelihood of Nay vote by Feingold (D-WI), H.R. 6111 con­

currence with House. The left panel shows the log-likelihood of a Nay vote for 

different values of w with x = — 3.23; while the right panel shows the log-likelihood 

of a Nay vote for different values of x with w = 0.92. The diamond indicates the 

log-likelihood for Feingold, while the point indicated by the circle indicates what 

Feingold's log-likelihood would have been if his weight/location was identical to 

that of Tom Harkin (D-IA), the second most liberal senator in the 109th Sen­

ate. The triangle and square on the right panel show the estimated yea and nay 

locations, respectively. 
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The motion passed with a vote of 79-9, with all Democrats other than Feingold 

voting for the bill; Feingold joined eight Republican senators in voting against 

it. For this bill, we again separately consider how shifts in weight and ideal 

point affect the probability of the vote. Figure 3.8 on the left panel shows the 

log-likelihood of a Nay vote as Feingold's weight parameter changes, holding his 

ideal point fixed at his estimated value. We observe that a shift from Harkin's 

weight of 0.92 to Feingold's estimated weight of 0.40 increases the log-likelihood 

by 4.08. Stated differently, this implies that the lower weight makes the observed 

maverick vote 59 times more likely to occur.6 On the figure to the right, we plot 

the same log-likelihood of a Nay vote as Feingold's ideal point changes, holding his 

weight fixed at his estimated value. This graphic suggests that as Feingold's ideal 

point shifts from Harkin's ideal point of-1.31 to Feingold's estimated ideal point 

of-3.23, the log-likelihood associated with the vote increases by 1.15, implying 

that the Nay vote is 3.15 times more likely to occur. In short, reductions in 

weight and ideal point both substantially improve the fit for Feingold's maverick 

votes. 

Despite its smaller size, we also attempted to repeat this analysis for the 1953-

2008 U.S. Supreme Court, as shown in Figure 3.9. Our results for the court sug­

gest a pattern similar to the Senate, with the lowess-smoothed weights suggested 

that extremists have more sharply peaked utility functions than moderates.7 

6It should be noted that this is not the most extreme instance of this phenomenon — on 
one such vote, the change in log-likelihood increased the log-likelihood by 11.77, making the 
maverick vote 128,888 times more likely to happen. 

7An earlier version of this paper only used Supreme Court data from 1994-97, with incon­
clusive results. 
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Figure 3.9: Ideal points vs. Estimated Weights: U.S. Supreme Court 1953-2008. 

Lines reflect the 80 per cent confidence bands on each Justice's estimated weight. 

The dashed line is a lowess smoother of the points consistent with earlier results. 
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3.4 Assymmetric Utility 

3.4.1 What does Asymmetric Utility imply? 

In the intensity model, legislator utility functions were permitted by their sensi­

tivity to changes. By permitting variation in the weight parameter Wi for each 

legislator, we found that legislators at the extremes tended to exhibit greater 

sensitivity to policy shifts than moderates, implying that they are less likely to 

commit voting "errors" than their less ideological counterparts. While this model 

permits legislator utility functions to vary heterogeneously, it maintains the con­

straint of symmetric utility. Stated differently, the intensity models imply equal 

sensitivity to policy shifts to the left or right of the legislator, as long as the 

location of the choice Oj is equidistant to the alternative. 

In this section, we consider the possibility of asymmetric utility, which implies 

that bill locations to the left or right of the legislator yield unequal levels of utility 

even if they are equidistant. Consider Figure ??, which shows the deterministic 

component of the utility function of current Senate Majority Leader Harry Reid 

(D-NV) in the 108th Senate as estimated by our estimator. Our estimates suggest 

that Reid is particularly sensitive to policy alternatives to his right, as shown by 

the skewed utility function. Under symmetric utility with an ideal point of -

0.59, Reid should derive equal amounts of utility from an alternative located 1.0 

units away from him. Instead, under the asymmetric utility function shown, Reid 

receives 0.636 utility from the left alternative and 0.285 from the right alternative, 

despite the fact that the two alternatives are equidistant from his ideal point. 
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Figure 3.10: Impact of asymmetric weights for Harry Reid (D-NV), 108th Sen­

ate. In the 108th Senate, Reid's estimated ideal point is -0.59, so utility from 

alternatives decreases as they move away from that point. Reid's right weight is 

1.585, while his left weight is 0.951, for an estimated weight ratio of 1.67. The 

diamond and circle show Reid's utility from an alternative located 1.0 units to 

his left and right, respectively. Reid receives 2.23 times more utility from the left 

alternative, while the utilities would be constrained to be equal under a symmetric 

utility function. 
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In the formal theory literature, asymmetric utility functions have been con­

sidered in the work of Hammond, Bonneau, and Sheehan (2005). Hammond et 

al.'s book consider a range of different strategic models of Supreme Court de­

cision making at different stages of the decision process. They note that the 

results of their models hold true whether utility is symmetric or asymmetric; 

however, they make no empirical claims whether Supreme Court justices exhibit 

asymmetric utility or not. A second application of asymmetric utility can be 

found in the work of Turunen-Red and Weymark (2008), who succeed in gen­

eralizing Harsanyi's social aggregation theorem for von Neumann-Morgenstern 

utility functions using asymmetric utility functions. 

Empirically, the asymmetric utility model is prominent in the work of Narwa 

(2001), who attempted to determine the improvement in fit that would result from 

proximity models of voting with asymmetric utility. Narwa uses multinomial logit 

to test these models with 7 point scale survey data from the Netherlands Parlia­

mentary Elections Survey. He found that that the asymmetric model performed 

slightly better than than the benchmark symmetric model and yielded 1.1 per 

cent more correct predictions — however, none of the improvements were statis­

tically significant according to a x2 test. Our model differs from Narwa's study in 

several important ways. First, our model uses roll call data, which requires that 

ideal points and bill parameters must also be estimated, rather than reported on 

a survey. This complicates our analysis, but it also has the advantage of pro­

ducing a continuous policy space, rather than one on a 7 point scale. Secondly, 

Narwa's study assume symmetry between liberals and conservatives, in the sense 
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that if liberals are more sensitive to changes to their right, then conservatives are 

constrained to be equally sensitive to changes to their left and vice versa. We 

place no such restrictions in our model. 

3.4.2 Estimation and Results 

Our model builds on the intensity model developed previously, with one major 

addition. Rather than estimating a single weight parameter tUj for each legislator, 

we now estimate two weights for each legislator, a left and a right weight. When 

calculating the utility obtained from each alternative, the left weight is applied 

to all bill locations to the left of the legislator, while the right weight is applied 

to all bill locations to the right. 

Again, let p denote the number of legislators (i = 1, ...,p), and q denote the 

number of roll call votes (j = 1,..., q), and I represent the two possible choice on 

each vote, yea and nay. Let legislator i's ideal point be represented by Xi and let 

Ojy and Ojn represent the yea and nay locations of bill j . Then recall from the 

intensity model that given the signal to noise parameter /3 and individual weights 

Wi, the corresponding yea and nay utilities for legislator i on vote j were: 

^Intensity = p e x p { _ Q 5 * w . + ( X . _ Q.y)2y + ^ 

JjIntensUy = ^ x p { _ Q ^ , w . + (^ _ Q.rfy + ^ 

Rather than using a individual weight parameter Wi, the asymmetric model 
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estimates left and right weights wu and wir separately. Utilities are then calcu­

lated as follows. If the alternatives Ojy and Ojn are less than (i.e. to the left of) 

ideal point Xi, then: 

^symmetric = ^ e x p { _ Q ^ * ̂  + ( X . _ Qjy)2} + ^ 

rjAsjmmetnc = ^ { . Q . g * ̂  „ ( X . _ 0 ^ ) 2 } + ^ 

Otherwise, utility is calculated with the right weight instead as: 

^Asymmetric = ^ { . Q . g * ̂  * (^ _ c y 2} + ^ 

^Asymmetric = ^ e x p { _ Q . 5 * ^ + ( X . _ Q.J2} + ^ 

This again leads to the standard probit formulation of the probability that 

legislator i votes Yea on the j th roll call as: 

p r . . =pr(TJ_. > TJ.. \ = pr(e.. _ e . . < u . . _ u . . ) = ^Intensity _ Intensity, 
j. i ijy J. i \<~/ijy -^ ̂ tjnj -1 ' V Un ijy *jy "'ijnj xr^ijy uijn J 

where Uijy and Uijn are the deterministic components of Uijy and Uijn respectively. 

Correspondingly, the probability that legislator i votes Nay on the j th roll call is 

ijy ^[^ijn ",ijy\m 

We use non-informative priors on the legislator and vote parameters. Given 

the p x q matrix of observed votes V, bayesian inference for the legislators' ideal 
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points, bill parameters, and auxiliary parameters proceeds by simulating the 

posterior density given by: 

p(a, P, X, 0\V) oc p(V\a, 0, X, 0)p(a, /3, X, O) 

where the likelihood and priors are the same as those shown in the previous 

models. 

We applied the asymmetric estimator separately to the 107th to 110th Sen­

ates, with the results of our estimation shown in Figure 3.11. On the X-axis, 

we plot ideal points of the senators, calculated as the posterior means of X;. 

The posterior weight ration wir/wu is plotted on the Y-axis, and an 80 per cent 

confidence band for each legislator's weight ratio is displayed. A weight ratio 

of 1 implies symmetric weights. Weight ratios above 1 imply greater sensitivity 

to choices on the right, while weight ratios below 1 imply greater sensitivity to 

choices on the left A lowess smoother is then applied to the points on each graph 

in an effort to detect nonlinear patterns in the distribution of weights. 

While the trends are somewhat unclear, we note three things from our initial 

analysis. First, note that Russ Feingold (D-WI) is still an outlier, as shown by 

his extremely liberal ideal point estimates in the 107th and 110th Senate. This 

is consistent with our earlier analysis of how Feingold's maverick voting behavior 

can skew his estimates in the intensity model. Furthermore, note how the weight 

ratios for extremists can vary wildly — Feingold's 90 per cent bayesian confidence 

interval, for example, ranges from 0.10 all the way to 0.82. This is not surprising, 

because some of these weights are only identified by bill locations that are located 
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Figure 3.11: Ideal points vs. Estimated Weight Ratios: 107th to 110th Senate. 

Lines reflect the 80 per cent confidence bands on each Senator's estimated weight. 

The dotted line shows the weight ratio at which utility functions are perfectly 

symmetric. The lowess smoother of the weight ratio suggests that conditional on 

party, as legislators become more conservative, their relative sensitivity to policy 

alternatives to the right increases. 
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in even more extreme locations. Feingold's left weight, for example, are identified 

only by alternatives located to his left. 

Secondly, the lowess smoother suggests that conditional on party, as legisla­

tors become more conservative their sensitivity to alternatives to the right also 

increases. This trend persists in all four Senates that we examined. In fact, it 

is the moderates of each party that are the most sensitive to policy alternatives 

on the left. This trend does not appear to be driven by party control of the 

legislature, as the 110th Senate is controlled by Democrats while the other three 

legislatures were controlled by Republicans. 

Thirdly, consistent with the findings of Narwa (2001), we find few cases where 

the 90 per cent confidence interval does not cover the symmetric weight ratio of 

1.0. Virtually every member of the 107th Senate has an estimated weight ratio 

that covers 1, though there are several moderates Democrats and conservative 

Republicans in the 108th through 110th that have weights clearly above 1. 

We repeated this same analysis using data from the 1953-2008 U.S. Supreme 

Court, as shown in Figure 3.11. Here, we observe few systematic trends in weight 

ratios, although there appear to be a significant cluster of justices with extremely 

high ratios. More research here will be required to understand why these ratios 

appear so extreme. 
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1953-2008 Lines reflect the 80 per cent confidence bands on each Justice's esti­

mated weight. The dashed line is a lowess smoother of the points consistent with 

earlier results. 

83 



www.manaraa.com

3.5 Conclusion 

Empirical models of spatial voting are typically random utility models of Eu­

clidean spatial voting, where voters assign utility to each of two alternatives 

associated with each roll call. However, the functions used to assign these util­

ities are usually assumed rather than estimated. In this paper we attempt to 

examine the effects of variations in utility functions in the estimation of ideal 

point estimation methods. 

We began by considering the assumed utility functions of two leading imple­

mentations of ideal point estimation, Poole and Rosenthal's (1985) NOMINATE 

and Jackman's IDEAL (2008). We noted that despite many similarities between 

the Gaussian and quadratic utility functions, the two functions imply different 

behavior by legislators when choices are located far from the legislator's ideal 

point. Exploiting the fact that the quadratic utility function is the first-order 

exponential approximation of the Gaussian utility function, we then introduce a 

test designed to determine which utility function best fits a particular roll call 

data set. Our application of the estimator to the U.S. Congress suggests that 

Gaussian utility functions generally tend to fit the data better than quadratic 

utility functions. This trend appears to hold true in a wide variety of contexts 

outside the U.S. Congress, including the U.S. Supreme Court. 

We then examined the possibility that extremists and moderates may have 

different utility functions. Building on the work of Sherif and Hovland (1961) 

and Keisler et al. (1969), we hypothesized that extremists would have more 

sharply-peaked utility functions than moderates. Substantively, this hypothesis 
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implies that extremists are relatively more likely to select the closer alternative 

than moderates. We then introduce a variation of our original model that allows 

separate weight parameters to be estimated for each individual legislator. In 

applying this intensity estimator to four recent U.S. Senates, we found evidence 

that was supportive of our hypothesis. This trend appears to hold when the same 

estimator is applied to data from the U.S. Supreme Court. 

Finally, we considered a third model extension examining the possibility that 

legislators have asymmetric utility functions. Here our results are somewhat in­

conclusive. Our results tentatively suggest that, conditional on party, as legisla­

tors become more conservative their sensitivity to policy alternatives on the right 

increases. Correspondingly, liberal Democrats and moderate Republicans are the 

two groups who are most sensitive to policy alternatives to their left. However, 

this trend does not appear to hold when the estimator is applied to U.S. Supreme 

Court data, and results from the Supreme Court are largely inconclusive. 
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CHAPTER 4 

The Effect of Complex Voting on Ideal Point 

Estimates 

4.1 Introduction 

Ideal point models in political science have contributed much to our understand­

ing of Congressional voting patterns. Building on the spatial theory of voting 

(Enelow and Hinich, 1984; Downs, 1957), these models posit that legislator ideal 

points can each be represented on a unidimensional or multidimensional space. 

Each vote is then associated with a Yea and Nay location in the same space. Util­

ities from a Yea or Nay vote on each roll call for each legislator are then calculated 

through the use of some utility function and a measure of distance between the 

legislator's bliss point and the bill locations. Legislators are then assumed to 

maximize utility given a random utility model with some random shock (McFad-

den, 1973). Scaling software is concerned with the estimation of these legislator 

and bill locations from roll call data, and popular static implementations of these 

procedures include NOMINATE (Poole and Rosenthal, 1985), Heckman-Snyder 

scores (Heckman and Snyder, 1997), and IDEAL (Clinton et al., 2004). 

While theoretical differences between these different estimators exist, the ideal 
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point estimates recovered by the majority of these estimators suggest that Con­

gressional voting in the U.S. is remarkably stable. In particular, Congressional 

ideology is believed to exhibit higher levels of "constraint" versus the general elec­

torate (Converse, 1964), is largely explained by one or two empirical dimensions 

(Poole and Rosenthal, 1991, 1997), has standard errors that approximate 4 per 

cent of the range of the actual coordinates (Carroll et al., 2009b), and produce 

virtually identical legislator coordinates despite different utility functions (Heck-

man and Snyder, 1997; Clinton et al., 2004; Carroll et al., 2009a). These results 

stand in stark contrast to the instability of coalitions that is predicted by the 

literature on social choice. With few exceptions (Plott, 1967), McKelvey (1986) 

has demonstrated that under many distributions of preferences and bill locations 

there exists some alternative that can defeat any bill. McKelvey's results thus 

suggest that the observed stability of roll call voting found by the ideal point 

literature may be somewhat overstated. 

In this paper, I posit a potential reason why this discrepancy exists. I test 

the hypothesis that ideal point models are highly stable precisely because they 

ignore complex forms of voting that tend to produce more unstable ideal point 

estimates. In particular, I examine two sources of potential complexity that have 

largely been ignored in traditional ideal point models. First, ideal point models 

typically only examine Yea or Nay votes — however, they have largely failed 

to incorporate information from legislators who deliberately choose not to vote. 

Secondly, virtually all ideal point models make the assumption of independence 

across votes — that is, earlier votes have no effect on voting behavior on later 
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votes, and expected voting behavior on later votes has no effect on voting behavior 

on earlier votes. However, this account of voting is inconsistent with "sophisti­

cated" voting strategies in which legislators vote insincerely at early stage votes 

to obtain more favorable final passage outcomes than would otherwise be possible 

(Farquharson, 1969; Miller, 1995). 

The canonical work on abstention in roll call voting is Poole and Rosenthal 

(1997), who find that abstention results largely from alienation. More specifically, 

abstentions are more likely on lopsided votes and less frequent on votes where 

the margin is close. In the modern era, Poole and Rosenthal also find that 

abstention is most prevalent on the majority side, a phenomenon they describe 

as "silent majorities." A key issue that arises in their work is one of pooling — 

different groups of legislators who may be abstaining for different reasons, either 

deliberately or involuntarily, cannot be separately identified. In this paper, I 

address this issue by focusing solely on a high-profile instance where a deliberate 

decision not to vote is permitted. Unlike most legislatures, the Illinois assembly 

allows legislators to vote Present - an procedure that became a campaign issue 

during 2008 Presidential campaign for Barack Obama, who voted present 129 

times during his 6 years as a state senator. I examine the use of Present votes in 

Illinois, focusing on their potential to affect ideal point estimates. 

The potential impact of sophisticated voting on ideal point estimates has also 

been studied by Poole and Rosenthal (1997), who find little improvement in fit 

using an ideal point model where some sophisticated voting is accounted for.1 

1More specifically, Poole and Rosenthal estimate a model where each bill has two outlines, 
permitting an ends-vs.-middle type coalition to be accounted for in a spatial framework. 
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Their work was subsequently challenged by Clinton and Meirowitz (2004), who 

conduct an analysis of the Compromise of 1790 through roll call analysis. The 

central insight of Clinton and Meirowitz is that amendments are not fully inde­

pendent across votes on the same voting tree; early stage Yea or Nay locations 

should therefore be constrained to be identical to late stage vote locations based 

on the substantive ordering of the amendments and votes. After conducting 

their estimates, Clinton and Meirowitz found that their estimates of each leg­

islator's induced preferences differed considerably from unconstrained estimates 

obtained through NOMINATE, a leading ideal point implementation by Poole 

and Rosenthal. In particular, correlations of induced preferences between the two 

procedures ranged from 0.72 on dimension 1 to 0.14 on dimension 2, providing 

strong evidence that estimates are highly sensitive to such model specifications. 

I consider a model similar to the one used by Clinton and Meirowitz and apply 

it to 109th House to test the stability of ideal point estimates. 

I begin with a discussion of an ideal point estimator designed to allow a greater 

variety of choices — an estimator used in both the study of Present votes and 

vote dependencies. Next, I examine Obama's voting record in the Illinois Senate, 

focusing primarily on his use of the Present vote and the context in which they 

were used. I then switch to an analysis of the 109*'1 House, comparing ideal point 

estimates obtained from traditional procedures that assume independent votes 

to estimates that do not. I conclude with a discussion of my findings and its 

implications for future research. 
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4.2 Estimation 

In this section, I introduce an ideal point estimator that allows more than two 

choices on each roll call. Let p denote the number of legislators (i=l,. • • ,p); and 

q denote the number of roll call votes (J=l,. • • ,q)- Each roll call allows a set of 

at least r > 2, and k denotes the choice (k=2,... ,r). In traditional ideal point 

models, the r = 2 choices that are permitted are Yea and Nay votes — this 

model, however, allows r to exceed two choices. For now, we remain agnostic 

about what constitutes a "choice". 

Drawing on the spatial model of voting, there are three parameters of theo­

retical interest. The key parameter of interest is each legislator i's ideal point, 

denoted as Xi. In the same space, each choice k for each roll call j is located at 

9jk- Furthermore, each choice carries a valence parameter 6jk, which measures the 

utility a legislator receives from selecting that choice independent of ideological 

concerns (Londregan, 1999). I assume a quadratic utility function for legislators. 

Following the random utility framework of McFadden (1973), legislator i's utility 

on roll call j from outcome k is: 

ijy "'ijk i Qj'fc 

where Uijk represents the deterministic component of legislator utility, and e ^ 

represents the stochastic component, e^ is assumed to follow a type 1 extreme 

value distribution. The deterministic component of utility is composed of a roll 

call valence utility Sjk, and a spatial component that declines as a quadratic 

function of the distance between the legislator z's ideal point and the location 
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of outcome location 9jk. We can further express the deterministic component of 

utility as follows: 

uijk = Sjk ~ {xi - Ojk)2 = ~A + Oijk + Pjk * Xi 

where otjk = Sjk — #|fc and (3jk = 2 * #|fc. Decomposition of utility into these com­

ponents simplifies the estimation of the desired parameters. Following Dhyrmes 

(1978), this allows us to express the probability that legislator i votes for outcome 

m = k on roll call j as: 

p p expjujjk) 
fm=k--fijk- Y,rm=1exp(uljm) 

The likelihood across all p votes and q legislators in roll call matrix V can 

then be expressed as: 

p(V\a,{3,X) = fll[ UP^r 
i=l j=l m=\ 

Note that when expressed in this manner, the — x\ component of determin­

istic utility in each choice drops out from the numerator and denominator. In 

its currently expressed form, the choice equation is unidentified. To identify the 

model, I constrain a^ and f3jk to equal 0 for the first outcome of all bills. Fol­

lowing Poole and Rosenthal (1997), I also discard any bills in which the losing 

side has less than 2.5 per cent of the vote from analysis. Finally, estimation is 

conducted using Markov Chain Monte Carlo software written in C in a Bayesian 

framework. The posterior that is simulated is: 

p(a, P, X\V) oc p(V\a, 0, X)p(a, 0, X) 
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where priors are uninformative and assumed to be distributed: 

p(Ojk)~N(0,Inv-X
2)Vjel,...,q 

p(Xi) ~ N(0, Inv - X
2)Vz G 1, ...,p 

This generalizes the Poole and Rosenthal NOMINATE model to any situa­

tion where legislators have r > 1 choices, with three differences. Rather than 

the multinomial logit form expressed here, NOMINATE calculates probabilities 

in probit form, which is justified by the assumption that e^ is distributed normal 

rather than Type 1 Extreme value. Poole and Rosenthal find that the choice func­

tion does not significantly affect estimates, but they originally choose the logistic 

choice function used here for computational simplicity. The model presented 

here also uses a quadratic utility function rather than NOMINATE's Normal 

utility function. While my earlier dissertation chapter suggests that normal util­

ity functions tend to improve model fitting, estimates of ideal points are largely 

unaffected by the choice of utility function. Finally, the model included here 

includes a valence component 5jk that measures the natural appeal of choice k, 

independent of spatial influence. In models with only two choices, valence cannot 

be separately identified, so it is omitted from NOMINATE (Lewis, 2001). 

I test this model via Monte Carlo simulation. Using the data generating 

mechanism shown here, I generate a set of ideal point and bill parameters for 

p = 100 legislators, q = 500 roll call votes, and r = 4 choices for each roll call. I 

then use these parameters to generate a roll call matrix and attempt to recover 

the true ideal points using the estimator. The estimated ideal points Xi correlate 
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with the true ideal points at r = 0.998, suggesting that the estimator successfully 

recovers ideal points generated under this model. 

4.3 Voting Present: 91-93rd Illinois State Senate 

In the 2008 U.S. Presidential election, Barack Obama's prior voting record in the 

Illinois State Senate came under scrutiny in both the Democratic primary and 

the general election. More specifically, Obama voted 'Present' 129 times — an 

unusual voting pattern permitted in Illinois. Criticism of Obama's qualifications 

to be President were articulated by former New York City Mayor Rudy Giuliani 

at the 2008 Republican Convention (Giuliani, 2008): 

And nearly 130 times, he couldn't make a decision. He couldn't figure 

out whether to vote "yes" or "no." It was too tough. He voted - he 

voted "present." I didn't know about this vote "present" when I was 

mayor of New York City. Sarah Palin didn't have this vote "present" 

when she was mayor or governor. You don't get "present." It doesn't 

work in an executive job. For president of the United States, it's not 

good enough to be present. 

This analysis raises several questions. Substantively, what does voting Present 

mean, and why is it done? Even more specifically, was Obama's voting record in 

the Illinois State Senate unusual, and did it make him appear more moderate? 

Finally, as an issue in political methodology, Present votes are typically discarded 

in roll call analysis. How might this information be incorporated in an ideal point 
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model, and how does this additional information affect our estimates? 

In this section, I attempt to answer these questions by examining voting in 

the 91 s i — 93 rd Illinois State Senate, which covers the 6 years that Obama served 

as a State Senator. The Illinois State Senate is comprised of 59 members, and 

was controlled by Republicans during the 91s i and 92n<i Congress before chang­

ing control to the Democrats in the 93rd Congress. There is no supermajority 

required for legislation to pass, and the filibuster does not exist. In addition to 

standard Yea/Nay votes, Illinois' Senate allows members to vote "Present" on 

any legislation. Present votes are distinguished in the record from missing votes, 

where the senator is not available to vote, so they are unusual in that they in­

dicate a deliberate decision not to vote Yea or Nay. However, Present Votes are 

not inconsequential because the Illinois Senate stipulates that all bills require the 

assent of a majority of the chamber (i.e. 30 votes), rather than a simple plurality 

(i.e. more Yea than Nay votes). Present votes therefore have the same legislative 

effect as a No vote. 

Table 4.3 presents some descriptive statistics about general voting patterns 

in the Illinois Senate. These descriptive statistics illustrate two important char­

acteristics of the data. First, many more roll calls were introduced in the 93rd 

Senate after the Democratic takeover, a point that is important to emphasize 

here because it affects the comparability of the graphics I present later. The 93rd 

Senate not only saw more roll calls, but the vast majority of those roll calls were 

also non-lopsided roll calls in which the losing side had more than 2.5 per cent 

of the vote. Lopsided roll calls are typically uninteresting in the sense that they 
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91 rd Senate 92rd Senate 93rd Senate 

Total Roll Calls 

Non-lopsided Roll Calls 

Roll Calls with > 1 Present 

Total Yea/Nay Votes 

Total Present Votes 

Present Vote Fraction 

950 

231 

96 

12,608 

620 

4.9% 

828 

196 

68 

10,146 

324 

3.2% 

1,466 

1,403 

800 

77,813 

4,909 

6.3% 

Table 4.1: Descriptive Statistics of Voting Present, 91-93 Illinois Senate: Lopsided 

roll calls include all roll calls where the losing side has less than 2.5 per cent of 

the vote. Yea/Nay/Present Votes only calculated from non-lopsided roll calls. 

Present Vote Fraction is Present Votes divided by Yea/Nay Votes. The Illinois 

Senate has 59 members at any one time. 

convey no spatial information, so the remainder of this analysis focuses solely 

on non-lopsided roll calls. Secondly, Present votes appear with some frequency 

in the data. Approximately 40 per cent of all non-lopsided roll calls have at 

least one person voting Present, and 3.2 to 6.3 per cent of all votes were Present 

votes. The key point here is that Present votes occur in sufficient frequency 

that they could, under certain situations, affect ideal point point estimates in a 

substantively significant manner. 

Present votes have the same legislative effect as a No vote because bills that 

pass the Illinois Senate require a majority of the Assembly. Therefore, one po­

tential reason why senators might vote Present is that it presents a way to kill 
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legislation without having to vote No. Table 4.2 examines evidence for this hy­

pothesis, and four key points emerge from this analysis. First, the vast majority 

of roll calls pass, consistent with our expectations of strong party discipline (Cox 

and McCubbins, 2005). Secondly, the hypothesis that Present votes are used 

to kill legislation appears weak. In examining the legislative impact of voting 

present, I define a "Pivotal Present Vote" as a bill that fails to pass, but which 

would have passed if all senators voting Present had switched their vote to Yea. 

The idea here is that pivotal present votes define the set of votes where Present 

votes actually "matter" in defeating a piece of legislation. Only 18 roll call 

votes are pivotal present votes, which suggests that voting Present was generally 

an ineffective tactic at killing legislation. Third, I tabulate the total number 

of Present votes by Obama on non-lopsided legislation, which total 55 Present 

votes across all three Congresses. Note that this figure is different from the 129 

total Present votes attributed to Obama — this suggests that 74 of those Present 

votes occurred on non-controversial legislation. Finally, Table 4.2 also show how 

Obama's frequency of voting Present ranked in the legislature. During the two 

Republican-controlled Congresses, Obama's frequency of voting present ranked 

him in the upper fertile, while his frequency dropped to the median during the 

Democrat-controlled 93rd Congress. 

Table 4.3 continues this analysis by examining the 18 pivotal present votes in 

greater detail. With the potential exception of SB1704 (Pension Code Reform) 

and SB1963 (Consumer Protection Agency Act), none of the pivotal votes could 

be described as major pieces of legislation. Present votes therefore rarely appear 
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9Vd Senate 92rd Senate 93rd Senate 

Total Roll Calls 

Total Passed 

Total Failed 

Total Pivotal Present Votes 

Total Obama Present Votes 

Obama Present Vote Frequency Ranking 

231 

220 

11 

4 

18 

17 

196 

174 

22 

5 

9 

13 

1,403 

1,394 

9 

9 

28 

28 

Table 4.2: Potential Impact of Voting Present, 91-93 Illinois Senate: Lopsided 

roll calls where the losing side has less than 2.5 per cent of the vote are excluded. 

Pivotal Present Votes are roll calls that failed to pass, but would have passed if 

members voting Present had instead voted Yea. 

to be decisive on major legislation. Of the 18 pivotal outcomes, Obama voted 

Present on 5 of those occasions, yet even on these 5 occasions the legislative 

impact of his Present votes appears to be minimal. Obama's Present votes in 

the 92nd Congress occurred on two pieces of legislation where large numbers of 

senators (22 and 30 senators, respectively) joined him. In the 93rd Senate, Obama 

voted Present on Election Code and Pension Code reform bills that narrowly 

failed, but the meaning of his votes here are unclear because they were votes 

against concurring with a House Amendment to a bill (typically a conference 

report), rather than a vote against the bill at third reading. The change to 

the Riverboat Gambling act appears to be the sole example of legislation where 

Obama's present vote clearly mattered, yet this appears to have been a fairly 

minor piece of legislation. 

97 



www.manaraa.com

S
en

at
e 

B
il

l 
Y

ea
s 

P
re

se
nt

s 
O

ba
m

a 

to
 

0
0 

91
 

S
B

68
8:

 A
pp

ro
pr

ia
ti

on
s 

to
 J

ud
ic

ia
l 

In
qu

ir
y 

B
oa

rd
 f

or
 o

rd
in

ar
y 

an
d 

co
nt

in
ge

nt
 e

xp
en

se
s,

 T
hi

rd
 R

ea
di

ng
 

91
 

S
B

74
8:

 P
re

-M
ar

it
al

 E
du

ca
ti

on
 R

eq
ui

re
m

en
t 

fo
r 

M
ar

ri
ag

e 
w

it
ho

ut
 d

el
ay

, 
T

hi
rd

 R
ea

di
ng

 

91
 

SB
78

6:
 C

re
at

io
n 

of
 M

ic
ro

-E
nt

er
pr

is
e 

A
ss

is
ta

nc
e 

C
ou

nc
il

, 
M

ot
io

n 
to

 C
on

cu
r 

91
 

SB
89

7:
 P

er
m

it
s 

co
un

ty
 s

he
ri

ff
 t

o 
po

st
 I

nt
er

ne
t 

in
fo

rm
at

io
n 

ab
ou

t 
se

x 
of

fe
nd

er
s,

 T
hi

rd
 

R
ea

di
ng

 

92
 

S
B

11
07

: 
H

om
e 

In
sp

ec
to

r 
L

ic
en

se
 A

ct
, 

T
hi

rd
 R

ea
di

ng
 

92
 

S
B

44
5:

 D
es

ig
na

te
s 

Q
ua

lif
ie

d 
N

on
-C

hi
ca

go
 A

ca
de

m
ic

 M
ed

ic
al

 C
en

te
r 

H
os

pi
ta

l. 
T

hi
rd

 
R

ea
di

ng
 

92
 

S
B

65
7:

 P
re

ve
nt

s 
em

pl
oy

er
 f

ro
m

 d
is

ch
ar

gi
ng

 e
m

pl
oy

ee
 f

or
 o

bt
ai

ni
ng

 r
el

ie
f 

as
 v

ic
ti

m
 o

f 
do

m
es

ti
c 

vi
ol

en
ce

, 
C

on
cu

rr
en

ce
 

92
 

SB
21

94
: 

A
m

en
ds

 M
ot

or
 F

ue
l 

L
aw

 t
o 

in
cr

ea
se

 G
ra

de
 C

ro
ss

in
g 

fu
nd

, 
T

hi
rd

 R
ea

di
ng

 

92
 

S
B

60
9:

 R
es

tr
ic

ts
 p

ro
xi

m
it

y 
of

 a
du

lt
 e

nt
er

ta
in

m
en

t 
es

ta
bl

is
hm

en
ts

 f
ro

m
 s

ch
oo

ls
, 

C
on

cu
rr

en
ce

 

93
 

S
B

82
: 

A
m

en
ds

 E
le

ct
io

n 
C

od
e 

to
 c

on
fo

rm
 w

it
h 

H
el

p 
A

m
er

ic
a 

V
ot

e 
A

ct
, 

C
on

cu
rr

en
ce

 

93
 

SB
10

0:
 A

m
en

ds
 C

om
pe

ns
at

io
n 

R
ev

ie
w

 A
ct

, 
al

lo
w

s 
ju

dg
es

 h
av

e 
co

m
pe

ns
at

io
n 

in
cr

ea
se

d 
by

 C
O

L
 a

dj
us

tm
en

ts
, 

O
ve

rr
id

e 
28

 

93
 

SB
17

04
: 

A
m

en
ds

 P
en

si
on

 C
od

e 
fo

r 
C

hi
ca

go
 P

ol
ic

e,
 F

ir
ef

ig
ht

er
s,

 M
un

ic
ip

al
, 

an
d 

P
ar

k 
D

is
tr

ic
t 

em
pl

oy
ee

s,
 C

on
cu

rr
en

ce
 

93
 

SB
19

6Q
: 

A
m

en
ds

 I
lli

no
is

 G
ov

er
nm

en
t 

E
th

ic
s 

A
ct

, 
E

le
ct

io
n 

C
od

e,
 a

nd
 U

ni
ve

rs
it

y 
of

 I
ll

in
oi

s 
T

ru
st

ee
s 

A
ct

, 
C

on
cu

rr
en

ce
 

93
 

S
B

19
63

: 
C

on
su

m
er

 A
dv

oc
at

e 
A

ct
, 

cr
ea

te
s 

co
ns

um
er

 p
ro

te
ct

io
n 

ag
en

cy
, 

T
hi

rd
 

R
ea

di
ng

 

93
 

S
B

22
28

: 
A

m
en

ds
 C

ri
m

in
al

 C
od

e,
 m

ak
es

 t
ec

hn
ic

al
 c

ha
ng

e 
re

la
ti

ng
 t

o 
ap

pl
ic

ab
il

it
y 

of
 c

om
m

on
 l

aw
, 

T
hi

rd
 

R
ea

di
ng

 

93
 

SB
22

30
: 

A
m

en
ds

 C
ri

m
in

al
 C

od
e,

 m
ak

es
 t

ec
hn

ic
al

 c
ha

ng
e 

co
nc

er
ni

ng
 d

ef
in

it
io

n 
of

 "
co

nv
ic

ti
on

",
 T

hi
rd

 
R

ea
di

ng
 

93
 

SB
22

37
: 

A
m

en
ds

 R
iv

cr
bo

at
 G

am
bl

in
g 

A
ct

, 
m

ak
es

 t
ec

hn
ic

al
 c

ha
ng

e 
co

nc
er

ni
ng

 c
on

ce
rn

in
g 

sh
or

t 
ti

tl
e,

 T
hi

rd
 R

ea
di

ng
 

93
 

S
B

22
49

: 
A

m
en

ds
 t

he
 C

on
ve

ya
nc

es
 A

ct
, 

m
ak

es
 t

ec
hn

ic
al

 c
ha

ng
e 

co
nc

er
ni

ng
 A

ct
's

 s
ho

rt
 t

it
le

, 
T

hi
rd

 
R

ea
di

ng
 

T
ab

le
 4

.3
: 

O
ba

m
a 

an
d 

P
ar

ty
 L

in
e 

V
ot

es
, 

91
-9

3 
Il

lin
oi

s 
S

en
at

e:
 L

op
si

de
d 

ro
ll

 c
al

ls
 w

he
re

 t
he

 l
os

in
g 

si
de

 h
as

 l
es

s 
th

an
 

2.
5 

pe
r 

ce
nt

 o
f 

th
e 

vo
te

 a
re

 e
xc

lu
de

d.
 P

iv
ot

al
 P

re
se

nt
 

V
ot

es
 a

re
 r

ol
l 

ca
ll

s 
th

at
 f

ai
le

d 
to

 p
as

s,
 b

ut
 w

ou
ld

 h
av

e 
pa

ss
ed

 if
 

m
em

be
rs

 v
ot

in
g 

P
re

se
nt

 h
ad

 i
ns

te
ad

 v
ot

ed
 Y

ea
. 

26
 

24
 

26
 

29
 

26
 

27
 

16
 

29
 

22
 

23
 

28
 

28
 

27
 

29
 

29
 

29
 

27
 

29
 

19
 

14
 

4 11
 

7 22
 

30
 

3 15
 

9 3 13
 

9 11
 

3 4 5 2 

Y
ea

 

Y
ea

 

M
is

si
ng

 

Y
ea

 

Y
ea

 

P
re

se
nt

 

P
re

se
nt

 

N
ay

 

Y
ea

 

P
re

se
nt

 

N
ay

 

P
re

se
nt

 

N
ay

 

Y
ea

 

Y
ea

 

Y
ea

 

P
re

se
nt

 

Y
ea

 



www.manaraa.com

A second hypothesis justifying the use of Present votes is that is presents 

an indirect way for senators to oppose their party. If this is true, senators are 

likely to vote Present on party line roll calls that are supported by their party. I 

define a party line roll call as one where a majority of Democrats vote differently 

from a majority of Republicans, with Present votes excluded from the counts. 

Table 4.4 summarizes Obama's voting patterns on party line votes, with large 

differences in voting behavior between Congresses. Party line voting surged in 

Obama's final term, jumping from 34 party line votes in the 91s t and 92nd to 

535 party line votes in the Democrat-controlled 93rd Congress. This increase was 

partly driven by the increase in total legislation in the 93rd, but even accounting 

for the volume of legislation the 93 rd Congress was much more divided along 

partisan lines — 38 per cent of all roll calls in the 93rd Congress were party line 

votes, compared to only 8 per cent before that. Across all three legislatures, 

Obama largely voted along party lines, siding with Democrats 92 per cent of the 

time. Notably, although there are no instances where Obama voted Present on 

party line roll calls supported by Democrats in either the 91s t or 91nd Congress, 

this occurs 16 times in the 93 rd Congress. There is therefore some evidence that 

Obama used Present votes to indirectly oppose his party while the Democrats 

controlled the Senate. 

A third hypothesis for voting Present is that such votes are more likely when 

legislation is particularly controversial. If this is true, then abstentions are likely 

to occur when the Yea and Nay sides are closely matched on a vote. Table 4.1 

examines the evidence for this claim by plotting the Yea - Nay margin on each 
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9Vd Senate 92rd Senate 93 r d Senate 

Obama Votes with Democrats 

Obama Votes with Republicans 

Obama Votes Present, Democrats Support Bill 

Obama Votes Present, Democrats Oppose Bill 

Obama Misses Vote 

Total Party Line Votes 

Total Roll Calls 

23 

2 

0 

0 

1 

26 

231 

4 

2 

0 

0 

2 

8 

196 

497 

9 

16 

1 

12 

535 

1,403 

Table 4.4: Obama and Party Line Votes, 91-93 Illinois Senate: Lopsided roll calls 

where the losing side has less than 2.5 per cent of the vote are excluded. Party 

line votes are defined as roll calls where a majority of Democrats vote differently 

from a majority of Republicans, with Present votes excluded in the counts. 

roll call against the number of Present votes on each roll call, with Obama's 

Present votes highlighted as darker points. While there are few votes that are 

close (i.e. have a Yea - Nay margin near 0), there is no evidence in any Congress 

that close votes are more likely to have high numbers of senators voting Present. 

Instead, Present votes appear to be most likely the Yea - Nay margin is around 

35 votes. This trend is consistent with Obama's pattern of voting Present in the 

91s t and 92nd Senate — Obama largely votes Present only when a large number 

of other senators are voting likewise. Obama's propensity to vote Present in the 

93rd Senate, however, seems largely random. 

While the previous graphic suggests that senators who vote Present frequently 

do so together, it provides little information about who votes Present together. 

To examine this issue, I first estimate ideal points for each Senate under the 
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1 •-

91st Senate 92nd Senate 93rd Senate 

Figure 4.1: Frequency of Present Votes by Vote Margin, 91-93 Illinois Senate: 

Vote margin on x-axis is defined as Yea minus Nay votes. Darker Points indicate 

the votes on which Obama Voted Present. 

traditional assumption that Present votes are missing data. Figure 4.2 then plots 

a histogram of present vote frequency by ideal point estimate. The histograms 

suggest that Present votes were largely used by the minority party — Democrats 

were particularly likely to use them in the 91s t and 91s* Senate, while Republicans 

were likely to use them in the 93rd. 

Ideal point models traditionally treat Present votes as missing data. How­

ever, Present votes clearly occur with moderate frequency and in a non-random 

manner. I therefore estimate ideal point models that incorporate Present votes 

in two ways. First, I estimate a model that treats Present votes as a third choice 

on each vote. I also estimate another model where I treat Present votes as No 

votes, a model motivated by the fact that Present and No votes have the same 

legislative effect. Ideal points estimated under these assumptions are then plot­

ted against ideal points estimated under the traditional assumption of Present 

101 



www.manaraa.com

3-1 | 1-" 

| I -

I I 
s s 

s -

91st Senate 92nd Senate 93rd Senate 

Figure 4.2: Frequency of Present Votes by Ideal Point, 91-93 Illinois Senate: Note 

that Y-axes are not on the same scale because many more votes occurred in the 

93rd Senate. 

votes as missing data in Figure 4.3. Obama's specific ideal point estimates under 

different assumptions are presented in Table 4.5. The relationships are strongly 

linear, showing little variability in the recovered ideal point estimates regardless 

of the model estimated. Notably, Obama was criticized during the campaign for 

voting Present to appear moderate, yet there is no evidence of moderation in his 

ideal point estimates under any assumption. However, there is some evidence 

that suggests Obama may have become more moderate in the 93rd senate, as 

his ideal point and ranking both moderate considerably. The evidence however 

is still inconclusive because estimates across legislatures are not comparably — 

in particular, because the 93 rd has a Democratic majority there are significantly 

more Democratic senators. 

While little variability in ideal point estimates occurs when Present votes are 

incorporated into the model, we obtain large improvements in efficiency. Taking 
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91st Senate 92nd Senate 93rd Senate 

Figure 4.3: Private/Public Coverage in True vs. Synthetic Illinois: From left 

to right, top panels show ideal point estimates comparing standard ideal point 

estimates to those derived from treating Present votes as No votes by Congress, 

while lower panels compare standard ideal point estimates to those derived from 

treating Present votes as a separate choice. Standard ideal point estimates are 

derived by discarding all Present votes. Bands represent 80 per cent confidence 

intervals. 
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91ro! Senate 92rd Senate 93 rd Senate 

Obama Ideal Point (Present Votes as Missing) 

Obama Ideal Point Rank 

Obama Ideal Point (Present Votes as No Votes) 

Obama Ideal Point Rank 

Obama Ideal Point (Present Votes as Choice) 

Obama Ideal Point Rank 

-1.34 (0.21) 

5 

-1.32 (0.16) 

5 

-1.23 (0.12) 

6 

-1.36 (0.25) 

7 

-1.35 (0.19) 

7 

-1.29 (0.16) 

10 

-0.80 (0.08) 

24 

-0.69 (0.06) 

23 

-0.77 (0.06) 

23 

Table 4.5: Obama Ideal Point Estimates Under Different Assumptions, 91-93 

Illinois Senate: Lopsided roll calls where the losing side has less than 2.5 per cent 

of the vote are excluded. Standard errors in parentheses. 

the 91 s t Senate as an example, Democrats had a mean standard error of 0.19 in 

the traditional model where Present votes are omitted. However, this drops to 

0.13 in the model where Presents are counted as No votes, and 0.12 in the case 

where Presents are counted as a third location. However, the increase in efficiency 

is marginal for Republicans, who have a mean standard error of 0.16 under the 

traditional model, but mean standard errors of 0.14 and 0.15 respectively under 

the models where Present votes are treated as no or separate votes respectively. 

An obvious hypothesis explaining this discrepancy is the large number of Present 

votes cast by the minority party — this hypothesis receives strong support from 

the fact that the pattern is reversed in the 93rd Senate under a Democratic 

majority when Republican legislators vote Present much more frequently. 

Summarizing the results presented here, the practice of voting Present largely 

appears to be a tactic employed by the minority party. When Present voting 

occurs, it is rarely decisive in the sense that the outcome of the vote would 
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have changed regardless of how those who voted Present would otherwise have 

voted. In the few cases where Present votes are potentially decisive, the affected 

legislation is generally minor legislation. Present votes also do not appear to 

occur for particularly controversial legislation where the Yea minus Nay margin 

is small — in fact, they are most likely to occur when the margin is about 30 

votes. 

Obama's usage of Present votes was largely consistent with these patterns — 

his use of Present votes was in the upper tertile of legislators, but not particularly 

unusual. The majority of Obama's Present votes occurred on roll calls where large 

numbers of Democrats voted Present with him, particularly in the 91s* and 92nd 

Congress. There is little evidence that Obama was more likely to vote Present 

when Present votes were potentially decisive, and little evidence that Obama 

was more likely to vote Present when votes were controversial. Some evidence 

suggests that Obama used Present votes to oppose his party on party line votes 

during the 93 rd Congress, but these votes were rarely decisive and had little 

impact on estimates of his ideal point. Notably, the incorporation of information 

from Present votes does not make Obama's estimated ideal point more moderate. 

Obama consistently appears as the 5th or 6th most liberal member of the Illinois 

Senate in the 91s* Senate, but he becomes the 23rd or 24th most liberal senator 

by the 93 rd Senate as he begins his run for the U.S. Senate. 
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4.4 The Impact of Bill Sequences: 109th Senate 

Empirical models of spatial voting such as NOMINATE (1997) and IDEAL (2004) 

generally begin with the assumption that votes are conditionally independent 

across each other. Stated differently, in the context of the ideal point model 

presented in this paper, a legislator's probability for a particular vote on a bill 

is solely a function of her ideal point and the bill parameters for that bill, and 

is unaffected by bill parameters for other roll calls. However, this assumption is 

clearly violated in ideal point estimates from the U.S. Congress, which typically 

treat each amendment, motion, final passage vote, and concurrence with confer­

ence report as being fully independent even when they deal with the same bill. 

In fact, many votes in Congress are highly dependent on others, with early votes 

on amendment trees affecting later votes as one example of dependence across 

votes. 

In this section, I examine the potential consequences of this assumption for 

ideal point estimation. By treating conditionally dependent votes as independent, 

three potential consequences may occur. First, the assumption of independence 

may overstate the true level of political polarization in the U.S. Legislature found 

in studies such as McCarty, Poole and Rosethal (2006). This occurs because as 

legislation moves from its initial stages to the final bill, multiple amendments 

and motions that are de facto identical and often polarizing occur. An example 

of this is the Motion to Recommit without Instructions, which is widely known 

as a motion that effectively kills legislation. This motion is therefore virtually 

identical to the final passage vote, which often occurs shortly if the motion to 
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recommit fails. By treating the final passage vote and the motion to recommit 

as two separate votes on a partisan bill, traditional ideal point models place 

two cutlines separating the parties rather than one and thus overstates political 

polarization. 

Building on the logic just described, the treatment of non-independent votes 

as fully independent may result in exaggerated precision of estimates. In treating 

near-identical roll call votes such as motions to recommit and final passage votes 

from the same bill as separate votes, traditional ideal point models assume there 

are more data points than may actually be true in reality. In a regression context, 

this would be analogous to randomly sampling a subset of the data and adding 

the subset as extra data before running the regression — the extra cases result in 

lower standard errors when the regression is run despite providing no additional 

independent information. 

Finally, treating roll call votes as fully independent may discard potentially 

useful spatial information, resulting in differences in recovered ideal point es­

timates.2 This argument is supported by the work of Clinton and Meirowitz 

(2004), who estimate an ideal point model where early stage Yea or Nay loca­

tions in a voting tree are constrained to be identical to late stage vote locations 

based on the substantive ordering of the amendments and votes. Using roll call 

data from the Compromise of 1790, Clinton and Meirowitz find that ideal point 

2To see how the assumption of independence can discard spatial information, consider a 
sequence of k amendments on a bill, each permitting a Yea or Nay vote. Legislators therefore 
have 2k different ways to vote on the k amendments, but only k + 1 of those possibilities are 
spatially consistent. The assumption of independence thus assumes that 2k — k—1 of the possible 
vote sequences are voting "errors" when in fact they may have useful spatial information under 
sophisticated voting strategies where some legislators do not vote sincerely. 
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estimates under their constrained model correlate with estimates from NOMI­

NATE at r = 0.72. While the Clinton and Meirowitz model produces different 

estimates without assuming full independence across votes, their constraints on 

the bill locations assume sincere voting. Stated differently, consider an example 

where a legislator first votes between alternatives A\ and A2. If Ai wins, legis­

lators then choose between A\ and the status quo SQ, where SQ is expected to 

win. If A2 wins, legislators then choose between A2 and the status quo SQ, but 

now A2 is expected to win. Under the Clinton and Meirowitz procedure, the two 

A2 are constrained to be the same, as are the two A2 locations. However, this 

constraint is nonsensical under these conditions because the first choice between 

Ai and A2 is in reality a choice between SQ and A2 

In this section, I use the multinomial ideal point model developed earlier in 

this chapter to test these three potential outcomes. Rather than using Yea/Nay 

votes single roll calls as the choice data however, I use bill sequences as the unit 

of analysis. I define a bill sequence as the entire set of roll calls vote on a bill, 

including amendments, motions, concurrences, cloture, and final passage votes. I 

then consider each sequence of votes on each bill sequence as the unique choices 

within each bill sequence. Given a bill sequence of length k, there are 2fc possible 

"votes" within that sequence. In an effort to reduce computational complexity, 

I limit k < 4, permitting a maximum of 24 = 16 different choices for each bill 

sequence. For bill sequences whose length exceeds k = 4, I truncate the sequence 

by only considering the last 4 votes in the sequence and discard all earlier votes. 

In treating each bill sequence as a separate choice, this model implicitly as-
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sumes that each different vote sequence is an expression of a desired policy. Stated 

differently, legislators care about position-taking either in conjunction or in lieu 

of legislative outcomes. To see an example where this assumption is reasonable, 

consider a situation where legislators are voting on four budget amendments allo­

cating money to a defense budget. Legislators have preferences over the total sum 

of money spent on the defense budget, which initially is $0 before any amend­

ments are introduced. In the first amendment legislators vote to increase the 

defense budget by $1 billion to purchase additional rifles. In the second amend­

ment, legislators vote to increase the defense budget by $2 billion to purchase 

additional tanks. Next, legislators vote on an amendment to increase the defense 

budget by $4 billion to purchase additional helicopters. Finally, legislators vote 

on an amendment to increase the defense budget by an additional $9 billion to 

purchase additional bombers. 

Given the choice to vote Yea or Nay on these four amendments, 24 = 16 dif­

ferent vote sequences are possible, as shown in Table 4.6. In this table, four-letter 

codes designate how a legislator might vote on amendments 1 through 4 respec­

tively — "YNNY", for example, indicates a legislator votes Yea on amendments 

1 and 4 and Nay on amendments 3 and 4. Each vote sequence thus expresses a 

desire for a unique level of defense spending — the "YNNY"-voting legislator, for 

instance, wishes to spend $1 billion + $9 billion = $10 billion on defense. The 

key point to note here is that each of the 16 possible vote sequences expresses a 

desire for a unique level of defense spending, also shown in Table 4.6. 

I apply this estimator to data from the 109i/l House, and contrast its results 
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Vote Sequence 

YYYY 

YYYN 

YYNN 

YYNY 

YNNN 

YNNY 

YNYN 

YNYY 

Total Expenditure (bil.) 

$16 

$7 

$3 

$12 

$1 

$10 

$5 

$14 

Vote Sequence 

NYYY 

NYYN 

NYNN 

NYNY 

NNNN 

NNNY 

NNYN 

NNYY 

Total Expenditure (bil.) 

$15 

$6 

$2 

$11 

$0 

$9 

$4 

$13 

Table 4.6: Expression of Desired Defense Spending Under Different Vote Se­

quences: Designed as a motivating example for how different vote sequences im­

ply different policy preferences. Votes represent Yea or Nay votes on four separate 

amendments adding $1 billion, $2 billion, $4 billion, and $9 billion respectively 

for extra rifles, tanks, helicopters, and bombers. We assume that legislators derive 

utility from position-taking, where their vote sequence expresses their desired for 

a certain level of total defense expenditure. The example demonstrates thai each 

of the 16 different vote sequences map on to a different preferred level of defense 

expenditure. 
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to estimates obtained under the traditional assumption of independent votes. 

The 109ih House consists of N=439 legislators voting on Qi = 894 non-lopsided 

votes.3 After collapsing the votes into bill sequences however, the data contains 

Q2 = 346 bill sequences. Results of this comparison appear as Figure 4.4. These 

figures suggest three conclusions. First, ideal point estimates do not appear no­

ticeably changed when roll call votes are not assumed to be independent, as the 

ideal points recovered under the two assumptions line up tightly along the 45° 

line. Secondly, there does not appear to be any noticeable decrease in political 

polarization. The right panel however suggests modeling voting dependence ap­

pears to have a noticeable increase in uncertainty about most legislators' ideal 

point, as the majority of points lie above the 45° line. 

4.5 Conclusion 

In this paper, I examine the robustness of ideal point estimates to two potential 

sources of complexity. Separately, I consider the impact of deliberate abstentions 

in the Illinois state senate and the dependence across roll call votes that results 

from the amendment process in the U.S. Congress. In contrast to earlier work 

completed by Clinton and Meirowitz (2004), I find that ideal point estimates are 

highly stable even when these additional factors are accounted for. The primary 

implication of this finding is that previous applied research using ideal point 

estimates as a variable is largely robust to these additional complexities. 

3There are 441 legislators in the roll call data set, but 2 of these members vote less than 
20 times and have been discarded.This includes legislators who only served part of the term; 
hence, the number is greater than 435. Non-lopsided votes are defined as votes where the losing 
side has at least 2.5% of the vote. 
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Ideal Poinl (Traditional) 
0.10 0.15 

Standard Error (Traditional) 

Ideal Point Standard Error 

Figure 4.4: Effect of Bill Sequencing of Ideal Point Estimates, 109th House: 

Left panel shows ideal points estimated from using traditional procedures vs. bill 

sequencing. Bands represent 80 per cent confidence intervals. The estimates show 

no significant change in the recovered coordinates and no decrease in political 

polarization. Right panel shows standard errors for each legislator's ideal point 

calculated from traditional procedures vs. bill sequencing. The results suggest that 

using bill sequences increases uncertainty about a legislator's ideal point for most 

legislators. 
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My research however also suggests that the modeling vote dependence and 

abstentions can potentially affect the precision of the estimated ideal points. In 

examining Obama's voting record in the Illinois senate, I found that standard 

errors for Obama's ideal point decreased by approximately 25 per cent after in­

formation from Present votes was incorporated into the model. However, the net 

effect of vote dependence and abstentions remains unclear because they each have 

opposite effects. Modeling vote dependence suggests that traditional ideal point 

models overstate precision by counting near-identical votes as separate pieces of 

information, while modeling Present votes increases the precision of estimates. 

The answer to this question is important because studies attempting to answer 

questions such as the identity of the most liberal senator (Clinton and Jackman, 

2004) are affected significantly by the standard errors of the estimates. 
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